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ABSTRACT 
 

The local geoid in a test area in the Canadian Rocky Mountains is computed using 
airborne gravimetry data. The geoid is computed by the use of the vertical and horizontal 
components (VC and HC) of the gravity disturbance vector. In addition, an attempt to 
combine the three components by the use of least squares collocation is done. The 
technique of using  crossovers to estimate for biases and trends in the gravity signals and 
the use of minimal control in the form of constraints in the crossover adjustment are 
studied. Moreover, the downward continuation as well as the direct and indirect effects 
due to removal and restoration of the masses are investigated. An expression for the 
effect of the masses applied directly to disturbing potential is provided.  

Comparison of the predicted components of the gravity disturbing vector with 
control data indicates that the vertical component is better determined than the horizontal 
component. The estimated accuracy for the vertical components is on the order of 4 
mGal, whereas for the horizontal components it is on the order of 8 to 12 mGal.  
 Both geoid estimates coming from the vertical  and horizontal components  of the 
gravity disturbance vector, computed using Hotine�s and line integral, show the same 
level of accuracy when compared to the Canadian geoid. Relative geoid accuracies on the 
order of 3  to 7 cm for the VC geoid, and on the order of 4 to 12  cm for the HC geoid are 
achieved. 

 The VC geoid suffers from edge effects on the results, while the HC geoid is 
highly dependent on ground control.  In order to alleviate the use of full ground control 
for the HC geoid, the computation of the geoid at two crossing tracks is explored.  

Regarding the estimation of the geoid using least squares collocation to combine 
the three components of the gravity disturbance vector (3C-LSC), we observe differences 
in the range of 4 to 6 cm, without including edge effects, with respect to the Canadian 
geoid. Comparing the 3C-LSC results with those from the VC geoid using Hotine�s 
integral, the 3C-LSC are comparable and improved for some lines, in terms of standard 
deviation. In general the result from the 3C-LSC are better than those from HC, by line 
integral. On the other hand, the use of only the vertical component by least squares 
collocation (VC-LSC) provides, in general, better results than those from 3C-LSC, and 
those from the VC and HC by the use of Hotine�s and line integral. We could expect 
better results for the case of 3C-LSC if we are able to improve the quality of the 
measured horizontal components of the gravity disturbance vector.  

The application of a wave correlation filter to both HC and VC component geoid 
is also explored, and promising results for the improvement of the accuracy of the 
combined geoid are observed.  
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CHAPTER 1 
 

INTRODUCTION 
 
 

1.1 Geoid determination 
 

The determination of the geoid with high accuracy is a main goal among 
researchers in the geodetic community. With the generalized use of GPS the convenience 
of obtaining orthometric heights without doing leveling has been envisioned. Once the 
geoid is known, the orthometric height is computed easily, with good approximation, by 
the use of a straightforward relationship between the orthometric height and the 
ellipsoidal height. Ellipsoidal heights referred to a particular ellipsoid are easily obtained 
by the use of GPS. 

The importance of the geoid is that it serves as a reference surface for orthometric 
heights. Most of the countries around the world have defined their own reference surface 
that in most of the cases does not coincide with the geoid. The sea level averaged over a 
period of time at one or more stations has been chosen as the origin for vertical control. 
Once this origin is established, geometric leveling circuits along with gravity 
measurements are carried out for the densification of national vertical networks, and 
orthometric heights referred to the local vertical datum are obtained. Due to the 
characteristics of the geometric leveling this is a slow and expensive process. But, if we 
can have access to the geoid, and with the use of GPS-derived ellipsoidal heights, we 
could compute orthometic heights in a relatively rapid and low cost manner. 

One way to compute a local geoid is by the establishment and densification of 
gravimetric networks over a particular area. These networks help in providing high 
frequency information about the gravity field from which the geoid can be computed with 
fine resolution. The information about the long wavelength components of the geoid is 
obtained by the use of global geopotential models (e.g. EGM96, see Lemoine et al., 
1998). In general, developed countries have already established dense gravimetric 
networks, and they are focusing on improving the quality of the geoid. Research about 
the identification and implementation of the most accurate methodologies for computing 
the geoid has to be carried out. On the other hand, there exist zones around the world 
where no data or scarcity of data hinders the computation of the geoid. The 
implementation of gravity networks in these areas is a very involved and expensive task 
in terms of time and money. In the last years airborne gravimetry has become a valuable 
tool to densify gravity networks in a fast and relatively economic fashion. This technique 
can be a viable approach in those countries that have poor or are lacking gravimetric 
networks. The accuracy of gravity measurements from airborne gravimetry has been 
improved during the last years, and nowadays it is being used successfully for geoid 
determination. 
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1.2 Motivation and background 

 
Traditionally only the vertical component of the gravity disturbance vector has 

been used when computing the geoid with the use of airborne data (Forsberg et al, 2000; 
Bayoud and Sideris, 2001; Novák et al., 2003a). Alternatively, Jekeli and Kwon (2001) 
used the horizontal components reporting good accuracy in the determination of the 
geoid. As a consequence of the current trends used for geoid determination by airborne 
gravimetry, and as motivation for this study, we attempted to provide answers to the 
following questions: How is geoid determination improved if we use the whole 
information contained in the gravity vector? Can we expect better results in the 
determination of the geoid due to the fact that we have more information available? And, 
how should we apply the different reductions to our data in the case of combining 
observations? 

Nowadays we can have access to the gravity disturbance vector by the use of 
airborne gravity. The resulting gravity disturbance vector contains biases and trends due 
to inherent errors in the instruments and the algorithms used for its determination. 
Therefore we need to incorporate some control in order for us to solve for these biases 
and trends. Since the observations are given along the track of the flight, the use of 
control at two end points of each line path will correct the slope and displacement of the 
line (Kwon, 2000). We have to recognize that this method is impractical in areas with 
poor gravimetric control. However, in the case of crossing lines a cross-over adjustment 
may be implemented to solve for such unknowns as relative biases and linear slopes to 
make the observations self-consistent. A minimal set of control points can then be used to 
solve for absolute biases and linear trends. The planning of the flight has to consider this, 
and should be aware of some problems arising at the 180° turns of the airplane, which 
introduce large oscillations in the collected data and may make them useless for future 
computations. 

After correcting the gravity disturbance vector for possible biases and trends, and 
due to the fact that the observations are given at flight height we need to establish a 
scheme to reduce them to the geoid. When using airborne gravity data, the reduction of 
gravity quantities is slightly different from the case of using terrestrial gravity 
information. The differences are in the procedures used to handle the raw data coming 
from the sensors, and the computation of downward continuation to the terrain.  

The downward continuation is known to be an ill-posed problem and errors in the 
data are amplified by this procedure. If we consider the fact that both horizontal 
components of the gravity disturbance are not as well determined as the down 
component, meaning that the error in the solution of the horizontal components is larger 
and a bigger concern, a study is necessary in order to determine the effect of the 
downward continuation in the results. The downward continuation by the use of 
Poisson�s integral is studied.  

Inversion and iterative methods for the downward continuation have been 
implemented and tested, and we find numerous studies for its solution, e.g. Wang (1988), 
Vaniček et al. (1996), Garcia (2000), Novák and Heck (2002). In general, both methods 
are based in solving Poisson�s integral. The difference is in the approach used for its 
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solution.  In general, when dealing with real noisy data, the downward continuation is an 
ill condition problem. For the case of the inversion method, a regularization parameter 
has to be introduced. The solution will strongly depend on the right choice of the 
regularization parameter, and for large amount of gridded data, the inversion of an even 
larger system is needed. In the iterative method no regularization parameter is needed 
explicitly, but sometimes the convergence of the solution is slow, depending on the 
characteristics of the surface where the original quantities are given (e.g. mountainous 
terrain). In this case, special attention has to be placed on the convergence criteria for the 
system. We need the process to provide an acceptable solution close to reality. Another 
way to compute the downward continuation consists in the use of the gradient method. 
This provides a direct solution where no regularization or iteration is necessary. One 
drawback of this method is that the data have to be given at a constant height. For the 
case of airborne data this method could be used as an alternative. Moreover, when using 
this method, it is customary to consider only first order terms for its solution while 
second and higher order terms are neglected.  

When the observations or intermediate results are at terrain level we need them to 
be referred to the geoid. The geoid determination by the use of Stokes� integral from 
gravity anomalies obtained from airborne gravity data is described by Forsberg et al. 
(2000). Helmert�s second method of condensation has been used to reduce the airborne 
gravity observations to determine the geoid in Canada by the use of Hotine�s integral 
(Bayoud and Sideris, 2001). Recently, Novák et al. (2003a,b) describe the procedure to 
reduce airborne gravity disturbances focusing on improving the reductions from 
Helmert�s condensation method. In this research different approaches for this method are 
investigated. Direct application of this method to the disturbing potential will be useful 
mainly when we compute the disturbing potential at flight height, but need it at the geoid. 

 Recently the relative geoid along a profile at flight height has been determined 
with reasonable accuracy by the use of the horizontal components of gravity by Jekeli 
and Kwon, (2001). The height anomaly was computed and the geoid was determined 
with the aid of Bouguer anomalies. In this example of a single profile the downward 
continuation of the data is problematic since data in areal extent are missing to 
appropriately model the characteristics of the disturbing potential.  With information 
coming from several profiles over the area the downward continuation could be applied 
and one may expect, theoretically at least, better results. 

This research deals with the identification and implementation of the most 
appropriate methodologies for the determination of local and regional geoids using 
airborne vector gravimetry.  Helmert�s condensation method is studied to reduce airborne 
gravity measurements. Its application directly to the disturbing potential is investigated. 
The horizontal and vertical components of the gravity disturbance vector are integrated 
for computing the geoid by the use of least squares collocation (LSC) or wave correlation 
filter (WCF). For the computations, data collected in an area of the Canadian Rocky 
Mountains are used. 
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1.3 Chapter descriptions 

 
 This study is organized as follows: First an introduction to the different 

methodologies to compute the geoid by the use of airborne gravity data is presented. 
Basic relationships that allow us to get the geoid by means of Hotine�s integral, line 
integral, and least squares collocation are explained. Also a description of additional 
procedures for the manipulation and reduction of the data is given. Crossover adjustment, 
downward continuation, and Helmert�s condensation method are explained. An equation 
to apply Helmert�s condensation method directly to the disturbing potential is provided. 
This is an alternative solution to the traditional computation of the effect of the 
condensed topography and the condensed layer as well as of its direct and indirect effects 
on the computation of the geoid. In chapter 3, a description of the numerical methods and 
problems when dealing with discrete data are presented. The use of FFT techniques is 
explained. Some tests for assessing the results from downward continuation are also 
presented. In chapter 4, the basic approach to obtaining the gravity disturbance vector by 
the use of GPS-INS integration is explained. Data provided by the University of Calgary 
coming from a flight over the Canadian Rocky Mountains is processed to get the gravity 
disturbances. In chapter 5, the geoid is computed by the use of the vertical, horizontal and 
a combination of the three components of the gravity disturbance vector. A statistic 
assessment of the accuracies with respect to control information for the different 
methodologies is presented. An alternative solution to LSC based on the use of wave 
correlation filter (WCF) is also provided. In the final chapter conclusions and 
recommendations for the computation of an accurate geoid are presented. 
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CHAPTER 2 
 

LOCAL AND REGIONAL GEOID DETERMINATION FROM 
AIRBORNE GRAVIMETRY DATA 

 
2.1 Introduction 
 
 In this chapter a description of the different methods for local geoid determination 
from data collected from an airborne system are explained. The determination of the 
geoid by the use of the different components of the gravity vector is introduced. The 
application of Hotine�s integral using the vertical components of the gravity disturbance 
vector, line integral methods by the use of the horizontal components, and least squares 
collocation (LSC) for a combination of the three components are described. The 
necessary reductions from flight height to the terrain and to the geoid and the related 
problems in doing so are also explained. Special attention is given to the application of  
Helmert�s second method of condensation for removing and restoration of the visible 
topography. A new approach to compute this latter correction by applying it directly to 
the disturbing potential is developed and explained. 
 
 
2.2 The gravity disturbances 
 
 Nowadays, airborne gravimetry allows us to have access to the three components 
of the gravity disturbance vector. The gravity disturbance vector is defined as the 
difference between the actual gravity and normal gravity vector, evaluated at the same 
location. For the gravity disturbance vector in P with respect to a particular frame we can 
write: 

                                  
















−
−
−

=−=

33

22

11

γg
g

γg
γPP γggδ  

 
where the sub-indices 1, 2 and 3 stand for the respective components in an arbitrary 
frame. 

 
On the other hand, if we consider the magnitude of the gravity disturbance vector 

the following definition applies: 
             
                                         PP γg −=gδ  , called  simply gravity disturbance . 
 

The gravity disturbance vector contains valuable information that can be used for 
geoid determination. Different methodologies for estimating the geoid are explained in 
the following sections. 
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2.3 Hotine�s integral for geoid determination  
 

 
If we have gravity disturbances on a given ellipsoidal boundary, and we are 

interested in finding the disturbing potential, we are faced with a geodetic boundary value 
problem of second kind. This is, given the boundary and the normal derivative of T, we 
are interested in finding T. This situation is represented as: 

 

            
boundary,theon

n
T

n
U

n
Wγgδg

boundary,theoutside0T

Pp

2

∂
∂−=








∂
∂−−

∂
∂−≅−=

=∇
                       (2.1) 

  
where n denotes the ellipsoidal normal direction, or in spherical approximation: 
             

                           boundary.theonTδg
r∂

∂−=  

 
In the case of airborne gravimetry data, the boundary is giving by the flight level (say hf). 

 
The solution for the spherical geodetic boundary value problem as specified by 

equation (2.1) is given by Hotine�s integral: 
 

                          )dσH(ψ)λ,g(θδ
4π

hR
λ),T(θ

σ

''f ∫∫
+

=                                         (2.2) 

where T(θ,λ) is the disturbing potential at the point with coordinates (θ,λ) of flight   
height hf,, δg(θ�,λ�) are the gravity disturbances for each point on the level surface 
approximated by a sphere of radius R+hf, dσ  is the element of surface on this boundary, 

and   H(ψ)  )(cosψP
1n
12n

n
0n
∑
∞

= +
+=  is the Hotine�s function for the �opening angle� ψ that it 

is defined through )'cos('sinsin'coscoscos λ−λθθ+θθ=ψ . 
                                                             

Hotine�s function can be written in closed form as (Hotine, 1969, p.311): 

))ψ
2
1cosec(ln(1)ψ

2
1cosec()H(ψ ++=  

 
 Notice that equation (2.2) includes the zero and first-degree harmonics for the 

disturbing potential. If we would like to consider the center of mass to be at the origin 
and also consider the mass of the geoid to be equal to the mass of the reference spheroid, 
we can modify Hotine�s kernel as follows: 

 

ψcos
2
3-1-))ψ

2
1cosec(ln(1)ψ

2
1cosec()(cosψP

1n
12n)(ψH' n

2n
++=

+
+=∑

∞

=

      (2.3) 



 

since P0(cosψ)=1, and P1(cos ψ) = cos ψ. 
 

Also, notice that the disturbing potential in equation (2.2) is given on a surface 
different than the geoid, and since we are interested in the disturbing potential at geoid 
level, we need to apply a series of reductions to the gravity disturbances before 
computing the disturbing potential. These reductions include the downward continuation 
of the gravity disturbances to the terrain, and the removal/restoration of the topography 
(direct effect). Now we apply Hotine�s integral, at geoid level, to the reduced gravity 
disturbances, and then we correct them for the indirect effect. This procedure and the 
equations involved are explained in more detail in sections (2.7.1) and (2.7.2). An 
alternative is to compute the disturbing potential at flight altitude, as indicated by 
equation (2.2), downward continue it and correct for the effect of the topography. The 
latter correction can be done by either applying an orthometric correction (see equation 
(2.7)) or by the use of Helmert�s condensation method (see section (2.7.3)). In Figure 2.1 
we can observe a diagram for obtaining the geoid undulations by using these approaches. 
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2.4 Relative geoid by profile integration 
 
 
 
 Another way to estimate the geoid is by determining its slope along a profile by 
the use of the horizontal components of the gravity vector.  This method was used in the 
past when, by means of astronomical observations, the components of the deflections of 
the vertical were obtained and used for the so-called astrogeodetic geoid determination.  
The components of the deflection of the vertical were integrated along a profile to obtain 
the relative geoid.  A similar procedure by using the horizontal components of the gravity 
vector along a profile line can be implemented for the determination of the disturbing 
potential at flight height. This technique has been applied by Jekeli and Kwon (2001) for 
relative geoid determination along a profile. One of the problems with this methodology 
was the fact that the computations had to be done at flight height since only one profile 
was used, and not enough information was available in order to refer the data to the 
terrain. On the other hand, if we could have several profiles providing areal information 
the downward continuation can be applied and we can expect better results. 

 
Let us now concentrate on the determination of the disturbing potential by using 

the horizontal components of the gravity vector. The gravity disturbance vector is given 
by: 

 

                         ,0γ,
γg

g
γg

h
T

λh)cos(ρ
T
h)(ρ

T

δ E

DD

E

NN

E
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

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










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=
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


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




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









∂
∂−

∂ϕ+
∂

ϕ∂+
∂

=−= γgg                        (2.4) 

 
 
where, by having the horizontal components of the gravity disturbance vector at a 
constant ellipsoidal height, we get the basic relationship for the relative disturbing 
potential determination by means of the horizontal components of the gravity disturbance  
as  (Jekeli and Kwon, 2001): 
 

)'λd)cosh(ρδg)dh(ρg(δTλ),,T(h '
tEE

λ),p(

p

'
tNN1t

1

ϕ++ϕ++=ϕ ∫
ϕ

                     (2.5) 

 
where T(ht,ϕ,λ) is the disturbing potential at an arbitrary point at flight ht, here referred to 
an initial point P1 with disturbing potential T1; δgN and δgE are the corresponding north 
and east components of the gravity disturbance vector, ρN and ρE the radii of curvature of 
the reference ellipsoid, and ht the flight height. One problem we face is the fact that we 
may not have access to the disturbing potential at the initial point and only the relative 
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change in disturbing potential can be known. Therefore, we need to somehow incorporate 
external information about the disturbing potential for the initial point of the profile line.  

 
 If, in some way, the disturbing potential can be downward continued to the 

topographic surface, then the height anomalies can be obtained by the use of Bruns� 
equation: 

 

                      
),γ(H

)h,λ,T(
)λ,ζ(

p
N

ppp
pp ϕ

ϕ
ϕ =                                                            (2.6) 

 
where hp is the ellipsoidal height of a point on the topographic surface, γ  the normal 
gravity, and HN the normal (Molodensky) height of a point on the topographic surface 
(Jekeli and Kwon, 2001).  

 
If we are now interested in determining the geoid we have to consider another 

step. One alternative would be to apply an orthometric correction that takes care of the 
curvature of the plumb line between the topographic surface and the geoid. We could use 
the following relation (Jekeli and Kwon, 2001; Heiskanen and Moritz, 1967, p.327): 
 

                           p
ppB

pppp h
γ

)λ,(∆g
)λ,ζ()λ,N(

ϕ
+ϕ=ϕ                                            (2.7) 

where )λ,(∆g ppB ϕ  is the Bouguer gravity  anomaly, which can be computed by the use 
of the vertical component of the gravity disturbance vector, and γ is the mean normal 
gravity along the normal plumb line between the ellipsoid and telluroid. 

 
Since equation (2.7) yields only an approximation to the curvature effect, we 

suggest the use of another alternative to deal with this reduction. This is the application of 
Helmert�s condensation method directly to the disturbing potential on the topographic 
surface. This approach will be described in section 2.7, and a diagram describing the 
steps to get the geoid can be observed in Figure 2.2: 
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2.5 Least Squares Collocation (LSC) 
 
 Least squares collocation (LSC) is widely used when one is interested in the 
integration of spatially connected observations of different types in order to compute a 
related quantity of which, in the case of physical geodesy, they are functionals.  In this 
section the basic principles for solving the prediction of such a signal by means of LSC 
are given. A description of the structure and characteristics of the covariance functions is 
introduced, focusing on the use of a local covariance function.  
 
 
2.5.1 Basic formulas 
 

 
Least Squares collocation is based on the adjustment within a mixed model where 

random and fixed parameters are treated simultaneously. The basic linearized observation 
equations for LSC can be written as: 

 
                            y = Aξ + s + e                                                                                    (2.8)            
 
 with: 

 y .. a vector of observations, 
A .. the design matrix relating the fixed parameters to the observations, 
ξ .. a vector of fixed parameters to be estimated, 
s .. a vector of spatially connected random parameters to be predicted ( s = L T), 
L ..  a functional relating the signals to T, 
T .. the disturbing potential, 

          e .. the vector of measurement errors. 
 
For the case  A=0 we can reduce equation (2.8) to the form : 
                                        y = s+ e                                                                               (2.9) 
 
Model (2.9) assumes that the quantities involved in the prediction are centered, therefore 
we need also to specify that the expectations E(s)=E(y)=E(e)=0.  

 
The least squares solution for the predicted signal, assuming no correlation 

between s and e, C(s,e)=0, is given by (Moritz, 1970): 
 
                      s~   = Cst (Ctt+Dee)-1 y                                                                            (2.10) 
 
with Cst the signal cross-covariance matrix between estimation and observational     
               sites, 
        Ctt  the signal covariance matrix at the observational sites, 
        Dee the noise covariance matrix of the observations. 
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And for the covariance of the predicted signal: 
 
                       C s~s~   = Css - Cst (Ctt+Dee)-1 Cts                                                     (2.11)               
 
with  Css the signal covariance matrix  at the estimation sites. 
 
 
2.5.2 The covariance matrices 
 
 Prediction by least squares collocation depends strongly on the right choice of 
covariance function that forms the covariance matrices.  The covariance functions in 
physical geodesy come from a basic covariance function for the disturbing potential, 
considered as a spatial stochastic process, from where other related covariance functions 
are determined by means of the law of covariance propagation.  The covariance function 
is assumed to represent the behavior of a stationary, isotropic and ergodic process. By 
�stationary� we mean that the probability densities are parallel-shift invariant. This 
includes all joint density functions. By �isotropic� we mean that the process is invariant 
with respect to rotations (Moritz, 1989, p.170). And �ergodic� means that the statistics of 
the process (mean, variance and higher order moments) can be inferred from one 
realization of the process (Jekeli, 2000, p.176), by identifying its spatial averages with the 
probabilistic means.  

Depending on the spatial distribution of the data, global and local covariance 
functions are used. Next, a brief description on the determination of the global and local 
covariance functions is presented. 
 
 
2.5.2.1 Global covariance function 
 
 The basic covariance function, K(P,Q),  for the disturbing potential, considered as 
a spatial process on a sphere, which satisfies the requirements of stationarity is written in 
spectral form as (Moritz, 1989, p. 83): 

                                ∑
∞

=
==

2n
QPnn )T,C(Tψ)(cosPkQ)K(P,                                      (2.12) 

where N∈=+=∑
=

nallfor0S ),S(Ck n,0
2
nm

2
nm

n

0m
n , 

           Cnm and Snm : the spherical harmonic coefficients of the potential, and 
 )'cos('sinsin'coscoscos λ−λθθ+θθ=ψ . 
 
 The vertical extension of the basic covariance function, which  is also harmonic 
outside the R-sphere, can be written according to Moritz (1989, p.169) as: 
 

                         )T,C(Tψ)(cosP
r'r

RkQ)K(P, QP
2n

n

1n2

n =







=∑

∞

=

+

.                          (2.13) 
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From this function other covariance functions of quantities related to the disturbing 
potential are derived by the use of the law of covariance propagation. For details about 
the law of covariance propagation the reader is referred to Moritz (1989).  

 
The spherical harmonic coefficients to be used in equation (2.12) are in general 

taken from an existing geopotential model and the upper limit for the summation for n is 
set to Nmax depending on the resolution of the chosen geopotential model. There also 
exist empirical models for the determination of this function, e.g. via variance component 
estimation (Schaffrin, 1981). 

 
 
2.5.2.2 Local covariance function 
 
 For local applications of least squares collocation, the global covariance function 
does not model appropriately the spatial coherence of the quantities used for the 
adjustment. We need to define a more suitable local covariance function to be used for 
local prediction. In this case, a plane replaces the sphere, and the stationary and isotropic 
covariance function is only a function of the distance (Moritz, 1989, p.170): 
 
                                            K(d)Q)K(P, =                                                                 (2.14) 
 
        with 2

PQ
2

PQ )y(y)x(xd −+−=  
  
 Vertical harmonic extensions of the local covariances are needed mainly when 
relationships between the disturbing potential and a particular quantity involves the z 
coordinate, for instance when we want to derive the local covariance function between T 
and the down component of the gravity disturbance vector. The 3-D local covariance 
function may have the following form (Moritz, 1989, p.171): 
 
                                            )zzK(d,Q)K(P, PQ +=                                                  (2.15) 
 
which is  no longer stationary in the vertical. 
 

For the relation between the disturbing potential and the down component of the 
gravity vector we can write:  

                                                   DZ δg
z
TT −=

∂
∂=                                                        (2.16) 

 
and, by means of the law of covariance propagation, we can determine the covariance 
between the disturbing potential and the vertical component of the gravity vector as: 
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                                    )]zz[K(d,
z

(Q)]TT(P),cov[ PQ
Q

z +
∂
∂=                                   (2.17) 

 
Similar to equation (2.16) we can establish other relationships related to the gradients of 
potential as follows: 

                                      EyNx δg
y
TT,δg

x
TT =

∂
∂==

∂
∂= .  

From these equations we are now able to compute the covariances between the quantities 
involved as follows; 
 

        )]zz[K(d,
x

(Q)]TT(P),cov[ PQ
Q

x +
∂
∂=  

        )]zz[K(d,
y

(Q)]TT(P),cov[ PQ
Q

y +
∂
∂=  

        )]zz[K(d,
xx

(Q)]T(P),Tcov[ PQ
QP

2

xx +
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∂=  

          )]zz[K(d,
yy

(Q)]T(P),Tcov[ PQ
QP

2

yy +
∂∂

∂=  

          )]zz[K(d,
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(Q)]T(P),Tcov[ PQ
QP

2

zz +
∂∂

∂=  

          )]zz[K(d,
yx

(Q)]T(P),Tcov[ PQ
QP

2

yx +
∂∂

∂=  

          )]zz[K(d,
zx

(Q)]T(P),Tcov[ PQ
QP

2

zx +
∂∂

∂=  

          )]zz[K(d,
zy

(Q)]T(P),Tcov[ PQ
QP

2

zy +
∂∂

∂=  

 
Some models of spatial local covariance functions K can be found in Moritz 

(1989), Chapter 23. A particular model is introduced below in Chapter 3. 
 
 
2.5.3 Spectral characteristics of the covariance function 
 

The covariance function of two functions h(x,y) and g(x,y) for stationary data in 
2-D is defined as (Schwarz et al., 1990) : 
             
                           )]µy)yx,g(x)(µ)y,E[(h(xy)(x,c g00hoohg −++−=  
                               hghg µµy)(x,          −= R                                                                (2.18) 
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where µh and µg are the mean values of the functions h and g, and Rhg is the homeogram 
given under ergodicity by: 
                 
                       ]y)yx,)g(xy,E[h(xy)(x, 00oohg ++=R  

                                      0000oo

2
Y

2
Y

2
X

2
XY

X dyy)dxyx,)g(xy,h(x
XY
1lim ++= ∫∫

−−∞→
∞→ .      (2.19) 

The spectrum of the covariance function is the power spectral density function 
(PSD) and it is given by the Fourier transform of the covariance function. The PSD 
function is given by (Jekeli, 2001): 
             

               






==

∞→
∞→ v)G(u,v)u,(H

XY
1Elimy)](x,c[F)v,u(S *

Y
Xhghg                         (2.20) 

 
where H*(u,v) is the complex conjugate of the Fourier transform of h(x,y), G(u,v) the 
Fourier transform of g(x,y), u and v the   frequencies in the spectral domain, and X and Y 
the data interval in x and y directions. 
The covariance function and the PSD are Fourier pairs and the covariance function can be 
written as: 
                                          v)](u,[F)y,x(c hg

1
gh S−=                                                    (2.21) 

 
 
 
2.6 Continuation of harmonic functions 
 
 When we need to know the values of a harmonic function above or below the 
surface where the actual values are given on, we have to continue (upward or downward) 
such a function through space. A harmonic function can be continued by the use of 
Poisson�s integral. Depending on the desired continuation some problems have to be 
considered. Contrary to the upward continuation, the downward continuation of a noise 
set of data, representing a harmonic function, is problematic since it represents an ill-
posed and ill-conditioned problem. When dealing with airborne data the downward 
continuation deserves special attention since we need to have our observations reduced to 
the terrain and then to the geoid. In this part the upward and downward continuation are 
studied and some basic formulas are given. 
 
 
2.6.1 The upward continuation 
  
 If we need to know the values of a harmonic function above a reference surface 
we could use Poisson�s integral. Poisson�s integral is the solution of  Dirichlet�s problem 
for an exterior space, for a spherical boundary and it is written as (Heiskanen and Moritz, 
1967, p. 35): 
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                            ∫ ∫
= =

−=
2π

0λ'

π

0θ'
3

22

'dλθ'd'sinθ)λ',θ'V(R,
4π

)RR(rλ)θ,V(r,
l

                        (2.22) 

 
                          where ψcos2RrRr 22 −+=l   ; V is a harmonic function, and 
                                   )]'cos('sinsin'cosarccos[cos λ−λθθ+θθ=ψ  
 
 We could also continue a harmonic function if we know the value of the gradients 
of such function on the surface. The function can be expanded as a Taylor series as 
follows: 
 

                  L+
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∂+=+

==

2
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2
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h
r
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2
1h

r
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by neglecting second and higher order terms, this equation can be written in linear 
approximation as: 
 

                              h
r
Vλ)θ,V(R,λ)θ,h,V(R

Rr=∂
∂+≈+ .                                      (2.23) 

 
The radial derivative of the function V in a point P(R,θ,λ) taking values on a sphere of 
radius R, is given by (Heiskanen and Moritz, 1967, p.38): 
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= ==
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with 






=−=
2
ψRsin2)cosψ2(1Rol  

 
Note that this equation can be used as a gradient operator for either upward or downward 
continuation of a harmonic function.  This formula can be used provided that the values 
of the function are given on a surface with constant radius. 
 
 
2.6.2 The downward continuation:  
 
 Several ways to compute the downward continuation can be identified. The ones 
mostly used include the gradient method according to equation (2.23), the iterative 
solution, and the direct inversion of Poisson�s integral. The latter method usually 
introduces a regularization parameter, which for real data is not easy to determine, as it is 
done by trial and error with simulated data (e.g., see Garcia, 2000). An optimal 
determination of the regularization parameter is introduced by Schaffrin et al.,2003; see 
also Koch and Kusche (2002). A brief introduction to the above methods is given next. 
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 2.6.2.1 The gradient method 
 
 As already mentioned we could downward continue a harmonic function by the 
use of the radial derivative of such function. For the case of the disturbing potential we 
can write the Taylor series expansion as: 
 

                     L−
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∂+

∂
∂−+=

+=+=

2

hRr
2

2

hRr

h
r
T

2
1h

r
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Neglecting second and higher order terms we can write: 
 
 

          h
r
Tλ)θ,h,T(Rλ)θ,T(R,

hRr +=∂
∂−+≈ .                                                    (2.25) 

 
 
Now, under the assumption that the data are given on a surface of constant radius r we 
can make use of equation (2.24) yielding: 
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2.6.2.2 Iterative solution of Poisson�s integral 
 
 Another way to downward continue the disturbing potential is by the use of 
equation (2.22) in an iterative way. In order to do so let us write this equation as:                    
 

                            ∫∫
−=

σ
3

*22

P dσ
l
T

4π
)RR(rT                                                                  (2.26) 

 
with T* =T(R,ϕ�,λ�) the disturbing potential on σ that generates the disturbing potential 
 Tp=T(r, ϕ,λ) at a height hp , and r=R+hp. 
 
We can now multiply both sides by R/r giving: 

                          ∫∫
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σ
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*222

P dσT
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and using the substitution (Heiskanen and Moritz, 1967, p.317) 
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now write equation (2.27) as: 
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Using the identity (Heiskanen and Moritz, 1967; equation (8-86)) 
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and multiplying (2.29) by *

pT  and subtracting it from (2.28) gives: 
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which can be written as: 
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This equation can be evaluated iteratively where we solve for *

pT . For its solution we 
begin by taking: 
 

 
and for the first iteration  we compute 

 
 
 
 
with this result we compute the next iteration as:  

  
      

 
and so on for the rest of points. 
 

For values of TP given at a constant altitude h, we can now write equation (2.31) 
is planar approximation as: 
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with :  

 
where we consider the following approximations: 

                           r2-R2 ≅  2RH ,    r R dσ ≅  R2 dσ ≅   dx dy   and  1
r
R ≈ . 

 
 
2.6.2.3 Inversion of Poisson�s integral 
 
 By means of inverting equation (2.22) we can downward continue a harmonic 
function.  This equation can be written as: 
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The least squares solution is given by: 
                          R

�V =(ATA)-1ATVr                                                                                                                    (2.34)  
 
The inversion of the matrix in parenthesis in equation (2.34) is problematic since this 
matrix represents an ill-conditioned system. A regularization scheme might be adopted. 
The solution is found by adding a regularization parameter α to the diagonal elements 
and  to invert as follows: 
                         R

�V =( ATA+αI)-1ATVr                                                                                                            (2.35) 
 
An extensive study of how to determine the regularization parameter can be found in 
Garcia, R (2000), and an �optimal� choice is provided by Schaffrin et al. (2003). 
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2.7 Reduction of observations for geoid determination 
 
The solution for the disturbing potential by the use of Hotine�s formula assumes 

that there are no masses above the boundary surface. In reality, airborne measurements 
are taken at a certain height above the terrain. For the case of the down component of the 
gravity disturbance vector, it can first be reduced to the topography by downward 
continuation or by simply applying a free-air reduction. Then we have to remove the 
effect of the visible topography and refer our measurements to the geoid.  For the 
horizontal components, on the other hand, we could first compute the disturbing potential 
at altitude and downward continue it to the terrain, and then remove the effect of the 
terrain on the potential. Some methodologies for the reduction of our observations to the 
boundary surface are introduced next. 
 
 
2.7.1 Traditional approach for geoid computation 

 
Let assume that we have our measurement referred to the terrain. The traditional 

process for reducing gravity observations to the geoid can be summarized as (Heiskanen 
and Moritz, 1967, p.138): 

 
1) Removal of visible topography 
2) Removal of the compensation 
3) Projection of the point into the geoid 
 

The first step is carried out by the so-called topographic correction (Heiskanen and 
Moritz, 1967); it consists of the removal of the gravitational effect caused by an infinite 
slab of height equal to hp (the height of the point where measurements are taken); this is 
called the Bouguer correction. For the remaining topography not corrected by the 
Bouguer correction, a refined correction has to be applied. The latter is called the terrain 
correction. Then the gravity disturbance due to the full topography can be written as: 

 
                              δgT = δgP -2πGρ hp + At                                                          (2.36) 

   
with δgP =gP-γP  the gravity disturbance for a point P on the topography, 2πGρ hp the 
Bouguer correction, hp the orthometric height of  P, and At the terrain correction in P. G 
and ρ denote the Newton�s gravitational constant and terrain density respectively. 

 
The terrain correction in planar approximation can be written as (Wang and Rapp, 

1990): 
 

                                                                                                 (2.37)  
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In the second step, the intention is to regularize the earth crust according to an 
isostatic model, which can be done by shifting masses associated with the previous 
reduction under the boundary surface. There exist two models for isostatic compensation 
that are used, the Pratt-Hayford and the Airy-Heiskanen model (Heiskanen and Moritz, 
1967, section 3-4). Now, we could write for the gravity anomalies: 

 
                                            δgI = δgT + AI                                              (2.38) 

  
with AI the isostatic correction, obtained by the application of one particular model . 
Formulas for this correction can be found in Heiskanen and Moritz (1967), in section 3-4. 

 
The third step is to lower the point of computation to the boundary surface level. This 

is taken into account by the Free-air reduction, which can be approximated using the 
gradient of normal gravity and can be written as (Heiskanen and Moritz, 1967, p.131): 

 
                        F ≅  -(∂γ/∂h) p h = 0.3086 hp                                       (2.39)                                       

 
Notice, however, that we are dealing with gravity disturbances, meaning that both 

gp and γp are referred to the topography and our goal is to reduce both quantities to the 
geoid. We can approximate the gradient of gravity by the gradient of normal gravity. This 
means that in applying the free-air reduction to both gravity values, the free-air correction 
will cancel out. Therefore we can omit this correction and the gravity disturbance on the 
boundary surface can now be written exactly as equation (2.38), which we repeat here: 

 
                                        δg= δgT + AI                                                 (2.40)  
 
We can now compute the geoid by the procedure explained in section 2.3. 

Actually, we are on a surface different than the geoid since we have changed the potential 
by removing the topographic masses; this change is referred to as the �indirect effect�. 
Applying Bruns� formula will therefore lead to a surface called �co-geoid�. Different 
gravity reductions generate different co-geoids (Heiskanen and Moritz, 1967, p.141). 
This means that in order to obtain the geoid, a correction term has to be added: 

 

                                N= )dσH(ψ gδ
γ4π

R

σ
∫∫  + δN                           (2.41) 

 
where  δN is given by the change of potential on the boundary surface divided by normal 
gravity (γ) (Heiskanen and Moritz, 1967, eq.(3-67)). For the case of isostatic gravity 
anomalies the value of δN is in the order of 10 m (Heiskanen and Moritz, 1969, p.142). 
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2.7.2 Helmert�s condensation method 
 

An alternative way, and the one mostly used today, for reducing gravity observations 
is Helmert�s second condensation method. It consists of the radial condensation of the 
topography above the boundary surface into a thin surface layer on this surface 
(Heiskanen and Moritz, 1967, p.145). These masses are condensed along the local 
vertical with density (Heiskanen and Moritz, 1967, p.145; Vaniček and Martinec, 1994): 

 
                                    Phρk =                                                                                (2.42) 

 
where ρ  is the average density of the terrain along  the normal plumb line up to the 
height hp, and k represents the �layer density�. 
 The gravity disturbance, needed for  Hotine�s integral on the boundary surface, 
can now be computed as: 

                                   δg = gp - γP  � AT + AH                (2.43) 
 
where AH is the attraction due to the condensed layer with density k, and AT is the 

attraction due to the topography.  
 There have been some discussions about the right way to apply this technique. 
Several algorithms and solutions have been developed in the last years. The discussion 
has been about where the effect of the attraction of the condensed layer must be 
evaluated. The classical approach (Moritz, 1968; Pellinen, 1962; Wang and Rapp, 1990) 
argues that the attraction of the layer has to be evaluated at the corresponding point on the 
boundary surface and not at terrain level as stated by Vaniček and Kleusberg, 1987, and 
Vaniček and Martinec, 1994. The difference between these two approaches is in the order 
of the application of the downward continuation, and according to Jekeli and Serpas, 
2003 both solutions are theoretically equivalent. The classical method shows to provide 
better results, with actual data, mainly in mountain areas. 
  For the gravity disturbances to be used to compute the geoid in the classical 
approach we can write a relation similar to (Jekeli and Serpas, 2003): 
 
                            'γ)D(g)(PA(P)Aggδ PBOHTpMP −++−=                                       (2.44) 
 
where gB  =  gP-AT(P) are the Bouguer gravities,  D(gB) the downward continuation of the 
refined Bouguer gravity, and γP� the normal gravity evaluated at the corresponding geoid 
point P�. The subscript MP is used to identify equation (2.44) with the traditional 
approach due to Moritz (1968) and Pellinen(1962).  
  On the assumption that the Bouguer gravity field is rather smooth the downward 
continuation term in equation (2.44) can be neglected, and considering only the effects of 
the topography and the layer, we can write for the computation of the geoid: 
 

                            I
σ

δN)dσH(ψC)g(δ
γ4π

RN ++= ∫∫                                       (2.45) 
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 where δg = gp-γP, and C being the same as (� AT + AH). The correction term C 
happens to be in planar approximation identical to the terrain correction  (Wang and 
Rapp, 1990): 
 

                             t3
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)h(h
Gρ

2
1C =

−
= ∫∫                                                     (2.46) 

          
 The term δNI in (2.45) that compensates for the change in potential (�indirect 
effect�) is often neglected, but in this context should be considered since it can reach up 
to 5 cm for an elevation of 1000 m (Moritz, 1989, p. 418). This term can be computed as 
(Heiskanen and Moritz, 1967, p.142; Wang and Rapp, 1990): 
          
                                                       δNI = δWI / γ                                    (2.47)  
where δWI  is the difference in potential between the mass of the actual topography and 
the mass of the condensed layer WT-WH. δWI  has to be evaluated at geoid level, and it 
can be written in planar approximation for the potential of both masses as (Wang and 
Rapp, 1990): 
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By solving these integrals we can write for δNI (Wang and Rapp, 1990; Wichiencharoen, 
1982): 
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which provides the equation for computing the indirect effect. 
 
 
2.7.3 Helmert�s condensation method applied directly to the potential 

 
We will now describe how to apply Helmert�s condensation method directly to 

the disturbing potential.  This would be useful for the case of computing the disturbing 
potential directly by line integral from the horizontal components of the gravity vector 
and accounting for the effects of the topography and the condensed layer. 
 Similar to the gravity reductions, once the disturbing potential has been computed 
at terrain level we can write  the disturbing potential at the geoid according to the Moritz 
and Pellinen approach (MP) as: 
             
                      IMPOlayerTopop0 Nδγ)D(T)(PδV(P)δVT)T(P +++−=  
                     or   IMPMPp Nδγ)D(TδVTT +++=                                                      (2.51) 
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where   δVMP= δVlayer(P0)- δVTopo(P), 
  D(TMP ): the downward continuation of the MP disturbing potential, 
             TMP : the argument for the downward continuation = TP - δVTopo(P), 
              δVTopo(P): the potential due to the topography at point P on the terrain, 

 δVlayer(P0): the potential due to the layer evaluated at the corresponding  point P0 

  on the boundary surface, and 
γ δNI )](PδV)(PV[δ 0layer0Topo −=  the indirect effect.  

 
If we now consider the net effect of the removal and restoration of the masses and group 
together the expressions for the direct and indirect effect, we can rewrite equation (2.51) 
as:   

                        NMPp δT)D(TTT ++=                                                               (2.52) 
       
  with 
         δTN = δVlayer(P0)- δVTopo(P)+ δVTopo(P0)- δVlayer(P0)= δVTopo(P0) - δVTopo(P) 

 
We now need to write the expressions for the potential effects due to the 

topography evaluated at P and P0. For the potential effect due to the topography evaluated 
at P we have: 

              ∫∫∫∫∫∫
+

+=

+

=

+=
hR

hRr

2

σ

hR

Rr

2

σ
Topo

p

p

dσdrrGρdσdrrGρ(P)Vδ
ll

                                  (2.53) 

 
if we use planar approximation, i.e. neglect terms of the order of h/R in l, which for local 
computation is possible. We can rewrite equation (2.53) as (Moritz, 1968): 
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If we expand in series the reciprocal of the distance and under the assumption that 
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, equation (2.51) is written as: 
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 Similarly, for the effect of the potential due to the topography evaluated at P0 we 
have: 
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Again expanding the reciprocal of the distance into a series and under the assumption that 

1z
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, we finally arrive at: 
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From equations (2.55) and (2.57) we can see that the net effect on the potential can be 
neglected if the linear approximation is assumed (i.e. neglect quadratic and higher order 
terms in h). If we only consider the planar approximation, which includes cubic terms in 
h, the expression for the net effect is given by: 
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CHAPTER 3 

 
NUMERICAL ASPECTS OF GEOID COMPUTATION 

 
 
3.1 Introduction 
 
 Most of the relationships described in chapter 2, are valid for data that are 
globally distributed, and for continuous data coverage. None of these characteristics is 
true for local or regional geoid determination. Our observations are discrete and limited 
to certain regions of the Earth. Moreover, truncation errors for the models used and edge 
effects due to limited data are present in our results. The way to deal with these situations 
from the numerical point of view is addressed in this chapter. Also computational 
techniques such as the FFT (Fast Fourier Transform) are presented. 
 
 
3.2 The Fourier Transform and the FFT 
 
 

The Fast Fourier Transform (FFT) is an algorithm that allows us to compute the 
Fourier transform of discretely gridded data. Due to the convenience to manage data in 
the spectral domain, by the use of some of the properties of the Fourier transform, its 
application is widely appreciated for numerical solutions in physical geodesy,  mostly in 
planar approximation. 

A brief description of the definitions and some properties associated with the 
Fourier transform are introduced in the following. The 2-D continuous Fourier transform 
(CFT) is defined as (Schwarz et al., 1990) as:  
 

                                y)][g(x,dxdyy)eg(x,v)G(u, )(uxi2π- F== +
∞

∞−

∞

∞−
∫∫ vy                           (3.1) 

 
where G is called the �spectrum� of the function g(x,y); u and v are the spatial 
frequencies corresponding to the x and y directions respectively,  F the 2D Fourier 
operator, and i  the imaginary number defined as: 1i −= . 
 
 The function g(x,y) in the space domain can be related by an inverse operation to 
its Fourier transform by: 

                           v)][G(u,dudvv)eG(u,y)g(x, )vy(uxi2π

-

1-F== +
∞

∞−

∞

∞
∫∫                    (3.2) 

 
 
where F-1 is called the 2-D Fourier inverse operator. 
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 As already mentioned, in practice our data are only given at discrete points and 
are of limited extent. Therefore we need to find a formulation for the discrete case. Let us 
begin with an estimate of the spectrum for a function defined on a finite interval. This is 
given by (Schwarz et al., 1990): 

                                     dxdyy)e(x,gv)(u,G )(uxi2π-
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with the data given in the interval 
22

,
22

YyYXxX ≤≤−≤≤− . 

 
If we now consider our data to represent a periodic process, the spectrum becomes 

discrete and the corresponding discrete Fourier transform (DFT) for discrete gridded data, 
in the directions x and y, can be approximated by transforming the integrals in equations 
(3.1) and (3.2) into the respective summations as follows:  
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               with k = 0, 1, � , M-1    ; and        l = 0, 1, � , N-1; 
 

where 
yN∆

1∆v,
xM∆

1∆u == , and  M and N are the number of data points in both x and y 

directions respectively. 
 
 
 Due to the discrete characteristics of (3.4) and (3.5), it can be shown that the 
maximum frequencies that can be recovered from a given discrete data set are: 

                                 
y2∆

1vand,
x2∆

1u nn ==   

the so-called  �Nyquist frequencies�. 
 
 The set of equations (3.4) and (3.5) are the basis for the FFT algorithm used to 
evaluate the DFT. The FFT is an algorithm that uses prime factorizations of M and N, 
and is fastest when M and N are powers of 2 (Schwarz et al., 1990).  
 
 In general, the relation of the spatial and spectral domains by the Fourier 
transform are symbolically represented by the so called Fourier transform pairs as: 
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                              )vH(u,y)h(x, ↔ .                                                                 (3.6) 
 As we mentioned before, the Fourier transform has some properties that are 
convenient in certain applications in Physical Geodesy. One of these applications is the 
convolution defined as follows: 

             y)h](x,*g[dyy)dx-yx,-)g(xy,h(xy)g](x,*[h 0000oo
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== ∫∫
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∞

∞

                              (3.7) 

where the symbol  ∗  represents the convolution. 
 The convolution has the important characteristic that in the spectral domain the 
convolution becomes just a simple multiplication: 
                       
                            v)v)G(u,H(u,y)g](x,*[h ↔ .                                                             (3.8)  

Another important function, which has been introduced in formula (2.19) already, 
is the homeogram (under ergodicity): 
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                       (3.9) 

where the symbol  ! represents the homeogram between the functions h and g, evaluated 
at a shift (x,y). 
  
The homeogram has the following characteristic in the spectral domain: 
                                     [g!h](x,y) v)H(u,v)G(u, *↔                                            (3.10) 
 
with G(u,v)*  the complex conjugate of G(u,v). 
 
In the discrete case we can write both (3.8) and (3.10) as: 
 
                        v)n∆u,v)G(m∆n∆u,H(m∆y)∆x,g](k∆*[h ↔l  

                         [g!h](k∆x, l∆y) v)n∆u,H(m∆v)n∆u,G(m∆ *↔  
 
In most convolutions used in physical geodesy one of the functions acts as a 

weighting function and is called the �kernel function�. In general, this function involves 
inverses of the distance to some power. The function being weighted by the kernel 
function is called the �signal�.    
  

As mentioned before, we can take advantage of these and other important 
properties of the Fourier transform and the use of the FFT algorithm, but in doing so we 
have also to be careful about some problems inherent to their numerical application with 
discrete and limited data. The DFT is defined only for periodic functions, and by its use 
our data are to be considered periodic. The finite Fourier transform represented by 
equation (3.3) assumes that any particular function is multiplied with a �box� function 
assigning a weight of 1 to the signal in the interval where data for the signal are available, 
and 0 outside the interval of the signal. This multiplication in the space domain implies a 
convolution in the frequency domain. The Fourier transform of the �box� function is 
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given by the sinc function (sinc(f)=[sin(πf)/(πf)]), which causes a �leakage� effect to the  
representation of the spectrum of the signal. Moreover, a convolution of discrete 
functions is represented as a cyclic convolution and the fact that our data have limited 
extent will cause errors coming from the edges where the two functions are convolved 
with the wrong data, due to the �wrap-around� effect in the space domain. The effect of 
leakage is always present whenever we use the finite Fourier transform and it can be 
diminished by the use of windowing schemes different from a rectangular one. On the 
other hand, errors due to cyclic convolutions are eliminated by the use of zero padding 
for the signal and symmetric padding for the kernel  (Jekeli, 1998a).  
 
 
 
3.3 Numerical implementation of Hotine�s integral 
  
 Hotine�s integral provides geoid undulations from gravity disturbance data 
distributed all over the boundary surface. Our measurements of gravity, however, are not 
available at every point on the boundary surface. We only have access to gravity 
information at specific limited areas of the Earth, which may be gridded at regular 
intervals in terms of latitude and longitude. This means that only information about high 
frequencies of the gravity field can be retrieved from our data, limited by the grid 
interval. The general method to include lower frequency information is the application of 
a remove�restore technique. First we subtract the low frequency gravity disturbances 
from the data. These gravity disturbances can be obtained from an existing geopotential 
model (e.g. EGM96). After the contributions to the geoid undulations have been 
computed from the residual gravity disturbances, the removed field has to be restored, but 
now as long-wavelength geoid undulations, again, coming from the same existing model. 
Let us now focus on the computation of geoid undulations by the use of Hotine�s integral. 
Suppose we have gravity disturbances reduced to the geoid, the solution in spherical 
approximation is written as: 
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                             (3.11)              

where  δgD  is the observed down component of the gravity disturbance vector, reduced 
to the geoid. Strictly speaking, we should use the gravity disturbance. In this case, the 
down component of the gravity disturbance vector provides, to first order in deflection of 
the vertical, a good approximation to the gravity disturbance. 
 
 In equation (3.11) we also identify the following quantities: 
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          nmC    being the fully normalized coefficients for the disturbing potential ,   
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0mλ),cos(m

)(cosθPY nmnm , 

           nmP  the fully normalized Legendre polynomials, and 
       r=R+h, the distance from the geocenter at which, for this case, the geoid    
          undulation and gravity disturbances are evaluated. 

           The modeled gravity disturbances and geoid undulations (δg2-360, N2-360) are given 
under the assumption that the normal potential on the reference ellipsoid is equal to the 
gravity potential on the geoid, and that the center of such ellipsoid coincides with the 
center of mass of the Earth.  It is also assumed that the mass of the ellipsoid coincides 
with the mass of the geoid.  
 The computation of Hotine�s integral can be achieved by the use of the FFT. In 
this case, 1-D FFT along parallels and numerical summation along meridian will be used. 
For discrete data, Hotine�s formula can be approximated as (Haagmans et al., 1993): 
 

                         ∑ ∑
ϕ

ϕϕ =
ϕϕϕ

= 










ϕϕ=

n

1q

m

1q

qp

λ

λλ
qqpqp )cos(λgδ)λ(∆H'

γ4π
λ∆∆R)(λN                    ( 3.12) 

 
where Nϕp(λp) is the geoid undulation at all points located on the parallel of ϕP ; H� is 
Hotine�s kernel  given by equation (2.3); ∆ϕ and ∆λ are the spacings on meridian and 
parallel circles. Notice that )(ψH')λ(λH')λ(∆H' pqqppq qp

=−= ϕϕϕ . 
 
 Now Hotine�s integral can be evaluated via the 1D-FFT for each parallel, and by 
numerical integration along the meridians. We can then write equation (3.12) as 
(Haagmans et al, 1993): 
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 Hotine�s kernel presents singularities at the origin. In order to deal with this 
problem, a value of zero is forced at the origin when evaluating equation (3.13), and after 
the computations are done, the value for the origin has to be restored. For doing so, we 
proceed in analogy to the case of Stokes� kernel. In the neighborhood of the origin for 
Hotine�s kernel, the case when ψ → 0, we see that the first term is dominant, and the 
following approximations can be done: 
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and, similar to Heiskanen and Moritz (1967, p.122), and  Schwarz et al (1990) equation 
(101b) we can write for the computation of N at the origin: 
 

                              )λ,g(δ
πγ

∆x∆y
)λ,N( PPPP ϕϕ ≈                                                      (3.14) 

with ∆x=R ∆ϕ, and ∆y=R ∆λ cos (ϕp). 
 
   The fact that Hotine�s integral is evaluated with data over a limited area will 
introduce errors in the results near the edges. In addition, the use of discrete gridded data 
assumes periodicity in the application of the FFT.  As mentioned before, this induces a 
wrap-around effect in the results due to cyclic convolutions that can be avoided by the 
use of an appropriate padding scheme.  Zero-padding the signal over a domain doubled in 
both dimensions, and using a symmetric padding for the kernel, will eliminate the 
problem associated with the cyclic convolutions. In order to reduce the edge effects in 
our results we should have to consider a larger area for the computations and restrict the 
results to a reduced central area. On the other hand, considering a larger area for the 
computation to avoid edge effects is problematic when limited data are available, and the 
use of modeled quantities, in addition to taking care of long-wavelength components in 
the data, will help to diminish this effect. Any errors coming from the model used for the 
long wavelength components of the signal will be present in the results. 
 
 
 
3.4 Numerical implementation of the line integral for relative geoid determination 
 

The line integral for computing the geoid from the horizontal components as 
described in section 2.4 can be written as a summation along the line of flight. The initial 
value, T1 in equation (2.5), represents the initial value for the disturbing potential. 
Generally we do not know this value and we need external information about the 
disturbing potential at the initial point. The use of minimal external information is 
addressed in Section 5.3. This value could be set to zero, in which case only the relative 
geoid would be computed (i.e. undulation differences). Then the disturbing potential 
referred to the initial point can be approximated as follows: 
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         (3.15) 

 
where  
 
         n is the number of points along the profile of interest, and 

       
2

i1i
m

ϕ+ϕ
=ϕ −  is the mean latitude between consecutive points in the profile; 
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2

hhh i1i
m

+
= −  is the mean ellipsoidal height between two consecutive points in the   

        profile, 
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−=   is the radius of curvature of the meridian plane,      

 

      
[ ] 2

1

m
22

E

)(sine1

aρ
ϕ−

=  is the radius of curvature of the prime vertical, 

 
               with a and e  being the semi-major axis and eccentricity of the reference  
               ellipsoid,  
 
      1iii∆ −ϕ−ϕ=ϕ  is the change in latitude between two consecutive points in the   
                profile, 
     
       1iii λλλ∆ −−=  is the change in longitude between two consecutive points in the  
                profile, 
 

    
2
δgδg

δg N1N
N

ii +
= −  is the mean  north gravity disturbance between two consecutive  

               points in the profile, and 

     
2
δgδg

δg E1E
E

ii +
= −  is the mean  east gravity disturbance between two consecutive  

               points in the profile. 
 
 

 Once the disturbing potential is computed we make use of the downward 
continuation from the flight height to the terrain, and then apply the corrections for the 
determination of the geoid by either using Helmert�s condensation method or by the 
application of the orthometric correction as described in sections 2.4, equation (2.7); see 
also Figure 2.2. 
 
 
 
3.5 Numerical aspect for LSC  
 

Let us focus first on the way the matrices in equation (2.10), resp. (2.11) are 
formed. For the case of predicting the disturbing potential from the components of the 
gravity disturbance vector, we can write explicitly the elements involved in the 
computation of the disturbing potential as follows: 
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 For the covariance of the noise (Dee) we assume no correlation. We do not know 
the correlations because of the way the different components of the gravity disturbance 
vector are computed (see Section 4.2.2). 
     As it has already been mentioned the results of LSC are highly dependent on the 
right choice of the covariance function. Since our data are only given in local areas, local 
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covariance functions are used. A particular reciprocal distance model of a local 
covariance function, being stationary and positive definite, is given by (Jekeli, 2003): 
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                  (3.16) 

                     with d1 = xP - xQ, and d2 = yP � yQ  
 
The parameters 2

jσ , M and αj have to be determined empirically based on the local 
behavior of the disturbing potential. Notice that this is an isotropic model, since it 
depends only on the distance between two points and not on the direction of points with 
respect to each other. 

In order to compute the parameters we will use some of the spectral relationships 
for the covariance function.  A special characteristic of the covariance function as in 
(3.16) is that it has a known power spectral density (PSD), from where by comparison 
with the PSD computed with data of the disturbing potential in the area of interest, the 
value of the parameters can be determined. These data can be obtained from a previous 
local model, or from any another available source. The spectral representation of equation 
(3.16), i.e. its Fourier transform, is given by (Jekeli, 2003): 
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with u and v the cyclical frequencies in the spectral domain. 
 

 Another way to get the parameters for the covariance function is to first compute 
empirical covariance values in the data domain; and in our case, according to equation 
(3.16), determine an isotropic model by varying the parameters until a good fit to this 
model is achieved. We can take advantage of the properties of the Fourier transform and 
compute first the PSD of our data and then its inverse to obtain the respective covariance 
function. For the case of discrete and limited data, an estimate for the PSD is given by 
(Jekeli, 2001): 

 

                     )vv)H(u,(u,G
ym∆xn∆

1v)(u,Φ� *
gh =                                    (3.18) 

 
with G*(u,v) the complex conjugate of the DFT[g(x,y)], H(u,v) the DFT[h(x,y)],  g(x,y) 
and h(x,y) the functions in the space domain for whose covariance functions we are 
interested in computing the PSD, m and n are the number of points in the x and y 
directions respectively, ∆x and ∆y the respective grid spacing of the data, and u and v the 
respective cyclic frequencies in the spectral domain.  For the case of the auto-covariance 
function we have g(x,y) = h(x,y). 
 

Once we have estimated the PSD of the data, we need to get an estimation of the 
covariance function of the data by computing the inverse DFT of the estimated PSD as:  
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−= DFT  .                                  (3.19) 
 
Now, we need to compute an isotropic function to be fitted to our covariance 

model as given by equation (3.16). This new function can be computed as the average 
over circles of constant radius from the estimated covariance as (Jekeli, 2001): 
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with ghc) (m∆r) the estimated isotropic covariance derived from the data, and Mm the total 
number of averaged covariance estimates per radial lag, m ∆r.  

 
The analytical covariance function is found by fitting it to the empirical values, 

expressed by equation (3.20), by varying the parameters αj and σj
2.  

 
Since, in general we do not know the true mean of the data we cannot compute 

the covariance function for the least squares collocation adjustment. Instead we can use 
the homeogram function and compute the predicted potential as (Schaffrin, 2001): 

                          ys Tχ~~
~~ = ,                                                                             (3.21) 

 
and for the mean square error of the predicted signal (Schaffrin, 2001): 
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where Rss the homeogram for signal (compare to Css in equation (2.11)), 
         Rts the cross-homeogram for the signal (compare to Cst in equation (2.11)), and 
χ~~ and υ

~~ are computed by solving the following system of equations (Schaffrin, 2001): 
  

                              







=




















−

−
T

ts
T

yy

-υ
~~
χ
~~

0 ττ
τ RR

,                                                 (3.23) 

 
where Ryy=Rtt+Dee, and 
              ττττ=[1 1 1 � 1]T. 

 
 
Notice that equation (3.22) does not provide an estimate for the off-diagonal 

elements of the estimated covariance (based on the homeogram) for the predicted signal.  
 

 
 



 36

3.6 Numerical treatment for the downward continuation 
 
 In this part, the numerical implementation of the downward continuation of a 
harmonic function is explained. Also a test is performed to examine the accuracy of the 
gradient and the iterative methods. The inversion method is not included since it would 
require that a suitable regularization parameter be determined. The solution would 
depend strongly on the estimated regularization parameter, and this parameter depends on 
the characteristics of a particular problem, and the data collected. Recently, Schaffrin et 
al., 2003 introduce an �optimal� estimation of the regularization parameter. The use of 
this optimal estimation should be examined in future studies.  
 
 
3.6.1 The gradient method 
 
 

The gradient formula for continuation of harmonic functions for discrete data can 
be written according to equation (2.24) as: 
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with n the number of parallels, and m the number of meridians in the grid. 
 

Equation (3.24) presents singularities at the origin for the kernel function 3
o

1
l

. By 

means of the discretization of equation (3.24) we can avoid the singularity since this 
equation can be written as (See Jekeli, 2001): 
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 is the kernel at the origin, theoretically ∞→ . 

 
However, we can see that this equation does not depend on the kernel at the origin 

since 
11 λ,

[T]ϕ =
11 λ,p ][T ϕ . 

For a more rigorous, but rarely applied correction for the contribution of the 
innermost zone the reader is referred to Jekeli  (2001, pp.4.10), and Heiskanen and 
Moritz (1967, pp.121-122). 

 
Equation (3.24) can be written as: 
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The second term of equation (3.24) is an approximate convolution in T and f, and 

could be evaluated, via 1D- FFT, similar to the evaluation for Hotine�s integral in section 
3.3.  

The downward continued disturbing potential is written as: 
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where T* is the downward continued field, 
           T is the original field, 

           H is the height at which T is given and at which 
r
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∂
∂  is evaluated. 

 
We can also write equation (3.24) in planar approximation as: 
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with M and N the number of points in x and y directions 
         ∆x ≅  R ∆ϕ, 
         ∆y ≅  R ∆λ cos ϕm,   
          ϕm the mean latitude in the area of computation, and 
          2
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Now equation (3.26) can be written as:     
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The convolution can be computed via a 2D-FFT as: 
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The values for the downward continued disturbance potential are now computed as: 
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3.6.2 The iterative solution of Poisson�s integral 

 
 
For the case of the iterative Poisson�s solution we write equation (2.31) in discrete 

form as: 
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Notice that the second term in equation (3.29) is an approximate convolution. It 
depends on ϕ, λ and hp, and cannot be evaluated via FFT, unless we consider a constant 
height. For the case of airborne data we can consider the height almost constant and 
evaluate equation (3.29) as convolution by using a similar procedure to the numerical 
implementation of Hotine�s integral where 1D-FFT is used along the parallels and 
summation along the meridians. Equation (3.29) has to be iterated until the maximum 
difference in the area of computation between two consecutive solutions is not larger than 
a chosen threshold. 

For the case of the planar approximation and assuming constant height, the 
downward continuation can be computed by the use of 2D-FFT. We can write the planar 
approximation for the iterative formula (equation (2.32)) for the discrete case as:                                   
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with M and N the number of points in x and y directions, 
         ∆x ≅  R ∆ϕ, 
         ∆y ≅  R ∆λ cos ϕm, 
         ϕm the mean latitude in the area of computation, 
          22
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2

pi H)y(y)x(x +−+−=ijl   ,         
          H the height where the original field is located . 
 
Now equation (3.30) can be written as: 
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Each iteration of equation (3.31) can now be computed by the use of the 2D-FFT as: 
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Again the iterations are stopped when a given threshold for the maximum difference 
between two consecutive solutions is reached. 
 
 
 
3.6.3 Test results 

 
For the evaluation of the gradient and the iterative solutions of Poisson�s integral 

for the downward continuation, a test area in the Canadian Rocky Mountains is chosen. 
The test area and the height used are consistent with the area and flight height of the 
collected data that will be used later on. The data for the test are located in an area 
between latitudes 50° 09� and 51° 26�, and longitudes from 243° 09� to 245°08� on a 1� 
by 1� grid. The disturbing potential at geoid level is computed from the Geoid99 
(GSSS99) model obtained from NGS (Smith and Roman, (2001)). Then the disturbing 
potential is computed at a height of 4630 m by using the upward continuation equation 
(2.22) in planar approximation. Finally the disturbing potential at this altitude is 
downward continued by the use of the iterative and gradient formulas in planar 
approximation and it is compared to the original field. Before the comparison, a strip of 
20� around the area of computation is removed from the results to diminish edge effects. 
In Figure 3.1 the original and the upward continued fields are presented. Both solutions 
for the downward continuation can also be observed. Statistics for the original and 
upward continued disturbing potential are presented in Table 3.1, and statistics for the 
differences of the downward continuation with respect to the original field in Table 3.2. 
 
 
 Mean 

[m2/s2] 
Std dev 
±[m2/s2] 

Min 
[m2/s2] 

Max 
[m2/s2] 

(a) Original field -136.270 9.389 -151.262 -123.033 
(b) Upward continued field -136.831 7.686 -148.586 -125.938 
 (a)-(b) 0.561 1.773 -2.914 3.437 
 
 
  Table 3.1: Statistics for the original and upward continued gravity disturbances 
 
 
 
Differences of original field with 
respect to 

Mean 
[m2/s2] 

Std dev 
±[m2/s2] 

Min 
[m2/s2] 

Max 
[m2/s2] 

Down cont (gradient method) 0.603 0.476 -0.740 2.162 
Down cont (iterative method) -0.093 0.238 -0.881 0.572 
      
Table 3.2: Statistics for the differences of the gradient and iterative solution for the 
downward continuation with respect to the original disturbing potential 
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Figure 3.1: Original and upward continued field (a), (b), and the downward continuation 
solution using the gradient method (c) and Poisson�s iterative solution (d). Units of the 

contour lines are [m2/s2]. 
 
 
We can observe that the iterative solution for the downward continuation of the 
disturbing potential provides better results than the application of the gradient method. 
This can be observed not only from the statistics of the differences but also by visually 
inspecting the results. We can observe how Figure 3.1 (d) better describes  the original 
field, as opposed to Figure 3.2 (c).  

 
 



 41

CHAPTER 4 
 

AIRBORNE GRAVIMETRY 
 
 4.1 Introduction  
 

As mentioned in Chapter 1, there are areas in the world where data of gravity do 
not exist or are insufficient for a reliable computation of the geoid. The densification of 
terrestrial gravity networks is a very expensive task. One option is the use of airborne 
gravimetry in order to minimize the time and resources in the establishment of 
gravimetric networks. Many studies have been done in the past regarding the processing 
of this kind of data. Here we will focus on the computations of the gravity vector as 
proposed by Jekeli and Kwon (1999) where the vector of gravity disturbances is 
computed in the inertial frame and then transformed to the local frame for the respective 
use in the computation of the geoid. This method is chosen since, opposed to the 
traditional approach, the three components of the gravity disturbance vector can be 
determined at once. In the traditional approach the gravity disturbance components are 
obtained via the errors associated with inertial positioning (Jekeli, 2000, p.323), and the 
vertical component of the gravity disturbance vector cannot be obtained, since the 
integration of inertial accelerations is not stable when done in the vertical (Jekeli, 1998b). 

 In this chapter also the cross-over adjustment of the computed gravity 
disturbance vector is examined. An introduction to the basic model for cross-over 
computations is described. Also, the computation of the gravity disturbance vector in a 
test area in the Canadian Rocky Mountains is done. These results will be used for the 
determination of the geoid in the next chapter. 

 
 
4.2 Gravity disturbance determination 

 
The basic relationship in an inertial frame for airborne gravimetry comes from 

Newton�s second law of motion: 
 
                                iii gax +=&&                                                                         (4.1) 

where ai is the specific force sensed by the accelerometers in the inertial frame, and ix&& is 
the kinematic acceleration in inertial space, computed and transformed from precise 
positions, generally obtained by GPS receivers on board the plane. Kwon (2000) 
proposes to determine the components of the gravity disturbance directly in the inertial 
frame and then rotate the vector to the local frame.  

 
 

4.2.1 Accelerations in the inertial frame 
 
  

GPS receivers provide position coordinates of latitude, longitude and ellipsoidal 
heights or their equivalent X, Y and Z in an earth fixed system. In order to get the 
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kinematic accelerations in an inertial frame the Cartesian coordinates X, Y and Z are 
transformed into an inertial frame. This inertial frame can be chosen arbitrarily by fixing 
a particular epoch:  
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ωe represents the Earth�s rate of  rotation, t the epoch of observation, and t0 the arbitrary 
epoch to which the inertial frame is referred. 

Once the Cartesian coordinates are in the inertial frame the acceleration can be 
obtained by differentiation of the coordinates twice with respect to time. 

 

                                          2

i2
i

t∂
∂= xx&&                                                                  (4.3) 

 
which can be done by numerical integration techniques. 

For the case of the specific force the procedure is more elaborate. We need the 
information provided by a set of gyros and accelerometers (IMU�s, inertial measurement 
units) of an inertial navigation system (INS). The gyros provide information in the form 
of angular increments in the body frame as a function of time (δθ), and the 
accelerometers the rate of change in velocity (δv).  

 
By using the information provided by the accelerometers (delta-velocity) we have 

access to the respective acceleration according to the following relation (Jekeli, 2000, 
p.135): 

                                   ∫=
δt

s
l (t)dtδ av                                                               (4.4) 

with as the accelerations in the sensor frame 
 
For the case of the angular increments provided by the gyros we can write: 
 
                                   ∫=

δt

b
ibl (t)dtδ ωθ                                                               (4.5) 

 
where b

ibω  represents the vector of angular rates of the body frame with respect to inertial 
frame, described  in the body frame. 
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 The transformation from sensor to inertial frame can be obtained by integrating 
the differential equation: 

 
                                                          s

is
i
s

i
s CC Ω=&                                                          (4.6) 
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Equation (4.6) is generally solved by an equivalent expression in the form of 

quaternions as: 
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This expression can be solved by numerical integration. The elements for the 

transformation matrix can now be formed from the quaternion vector as: 
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C                     (4.7) 

For a detailed development of the numerical solutions for the described equations 
the reader is referred to Jekeli (2000), and Kwon (2000). 

 
 

4.2.2 Improving the determination of the gravity vector by Kalman filter algorithm 
 
Now we want to set up a linear dynamic system to obtain the gravity disturbance 

vector. As mentioned in the introduction the approach followed by Kwon (2000) will be 
used. An introduction to the basic relations is given next. We can first write equation 
(4.1) in terms of the observed quantities as: 

 
               igaδaxδx +−=− iiii ~~

&&&&                                                                       (4.8) 
 

where ii ~,~ ax&&  are the observed accelerations in the inertial frame and ii , aδxδ && their                         
respective observational errors. 
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 For the error in the accelerations we can write: 

                           iibi
b

i ~C ψaaδaδ ×+=                                                                         (4.9) 
     Gεxδ =i&&                                                                                             (4.10) 
 
 with baδ the corresponding sensor error in the body frame,  
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ψ , the vector of orientation errors, 

i
bC  the transformation matrix from body to inertial frame , and 

            Gε   the error in the kinematic acceleration considered as random white noise.  
                                                                                                                                                            

Also for the accelerometer and gyro errors in the body frame we can write: 
 
                         aεakbbδ ++= b

aaa                                                                           (4.11) 

                         gεωkbωδ ++= b
ibgg

b
ib                                                                        (4.12) 

 
where b stands for the respective biases, k for the scale factor errors, and εεεε for random 
white noise. b and k are assumed to be random constants. 

We also need the dynamic equations for the orientation error. In the inertial frame 
these are given by  (Jekeli, 2000, p.151): 

 
                        b

ib
i
b

i C δωψ −=& .                                                                          (4.13) 
 
With equation (4.13) and (4.12) we can write the dynamic equation for the 

orientation errors as:  
                    ggg εkω bψ i

b
b
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i C][CC −−−=&                                                  (4.14) 
 
With equations (4.11), (4.12) and (4.14) we arrive at the dynamic equation for the 

error parameters associated to the INS: 
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After decomposing the gravity vector as the sum of normal gravity vector plus the 
gravity disturbance vector ( iii gδγg += ) we can finally write equation (4.8) as (Kwon, 
2000): 

[ ] iiiii gδxδεψaabγax a
ib ++−×−−−=−− &&&& i

ba
i
ba

i
b C~k~CC~~ i                       (4.16) 

 
where ]~[ ba  is a diagonal matrix containing the elements of the observed accelerations in 
the body frame. 

 
If we would like to estimate the gravity disturbance vector we need to provide a 

model for doing so. The appropriate modeling of the disturbing gravity field is nowadays 
controversial, and Kwon (2000) suggests the exclusion of the gravity disturbance vector 
in the observation model, thus committing a model error. This implies that the gravity 
disturbance vector will be reflected in the residual vector after the update in the Kalman 
filter adjustment. Schaffrin and Kwon (2002) introduced an alternative procedure where 
the disturbing potential is modeled as random system biases, and they claim to have 
improved results. Based on the procedure developed by Kwon (2000) we proceed to set 
up the Kalman filter observation equations: 

)R(0,~,H kkkk
i

k eexgδy +=−  
0,},C{),Q(0,~,GΦ kkkkkk1k1kk =+= −− ewwwxx  

with : 
         iii ~~ γaxy −−= && ,     
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i
b ×−−= aa ,  

         Φ is the state transition matrix; under the assumption that F is constant during the 
transition time it is computed as: 

                   L++++== −− 32)tF(t t)∆(F
3!
1t)∆(F

2!
1tF∆IeΦ 1kk  

           G, for this case, as in equation (4.15), 

           ∫
−

=
k

1k

t

t
k )dt'(t')t'Φ(t, ww     (see Jekeli, 2000, p.222),        

           )C( i
b

ixδεe a &&+= . 
For the adjusted observations as a function of the estimated parameters we can 

write according to Jekeli, (2000, p.332): 
 
 

where xδxx +=� , and TTTTTT ], ,,[ i
gaga ψδkδkδ,bδbδxδ =  are the true errors in the 

estimates. 
Now for the residual vector of the adjusted observation with respect to the 

observed values we can write  (Kwon and Jekeli, 2001): 
             
                  yye �~ −=  

xeyy �H~� =−=
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                 G
i
ba

i
ba

i
b

i C~]~[CδC εεψδakδabδg a
ib −+×+++= i  

 
under the assumption that the true errors in the estimates of the system and the noise of 
the inertial sensors and observed kinematic acceleration are small with respect to iδg , 
and random in character, the vector of the adjusted residuals ( e~ ) can be identified with 
the components of the sought gravity disturbance vector (Kwon, 2000; Jekeli, 2000), 
since it is not a state in the error dynamics system. One drawback of this method is that 
we do not have access to a direct estimate of the precision in the determination of the 
gravity vector.  

Once an uncorrelated initial condition is introduced, the solution for this system is 
found by applying the Kalman filter algorithm. When an observation becomes available 
the system is updated and the states and covariance matrices are computed as: 

 
                              )�H(K�� -

kkkk
-
kk xyxx −+= ,                                              (4.17) 
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with Kk the Kalman gain matrix,  determined by: 
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and 
1k1k

-
k �Φ� −−= xx                                                                (4.20) 

                           T
kkk

T
1k1-k1k

-
k GQGΦPΦP += −−                                                    (4.21) 

 
where the P matrix represents the covariance matrix for the errors of the estimated states. 
The negative superscript is used to indicate that no observation has been added yet. 

 
 The implementation of equations (4.20) and (4.21) depends only on the transition 

matrix and the previous estimate at time tk-1, as well as on the �system error� covariance 
matrix. 
 
 
 
 
4.3 Cross-over adjustment 
 
 The estimates provided by the along track processing of the GPS-INS data need to 
be adjusted internally to make them self-consistent in the case that tracks cross each 
other. To do this we adjust the components of the gravity vector by a cross-over 
adjustment that minimizes the discrepancies at the crossing points. Another important 
consideration is to refer the adjusted self-consistent estimates to a particular datum. This 
means that we need control points with information about the gravity vector in the area of 
computations. A basic approach for the cross-over adjustment and the way to tie the lines 
to control points is presented next. In this part the procedure to make the set of lines self-
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consistent within the area of interest is addressed in a least squares sense. The geometry 
of the flight lines is presented and a solution is introduced from basic relationships. 

 
Suppose we have a set of lines in the N-S directions that are intersected by 2 lines 

in the E-W directions. As an example, let us call the two lines in the E-W directions line 
C1 and line C2, and the lines in the N-S direction line 1 to line n, as in Figure 4.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.1: Schematic representation of cross-overs 
  
 
 At the intersections of those lines denote the true value of the particular gravity 
disturbance component by the capital letters, i.e. LC1-i or LC2-i, and the observed value by 
the small letters, i.e. lC1-i or lC2-i, with  i=1�n in this case. At each intersection we will 
assume our observation biased from the true value in quantity bi and with an additional 
slope mi. The sub-indices i-C1 refer to quantities on the line i as it intercepts the line C1 
and the sub-indices C1-i refer to quantities on the line C1 as it intercepts the line i. Now 
for line C1 we can write a set of equations of the form: 
                    
                                     li-C1 =Li-C1+bi+mi(yi-C1-y0i) + ei-C1                                          (4.22) 
                                     lC1-i = LC1-i + bC1 + mC1(xC1-i-x0i) + eC1-i 
 
for the intersections of line i with line C1, and vice-versa. In this system of equations ei-C1 
and eC1-i represent the associated random errors with the observations at each crossing 
point. The variable xi corresponds to the x coordinates and, yi corresponds to the y 
coordinates (or east and north coordinates). The x0i and y0i represent the coordinates of 
the origin for each line. We could also use instead of the position coordinates time 
coordinates that can be taken from the epoch at which the observation is taken. If epochs 
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are used, the argument of the slopes will not change for lines in the north-south and east-
west directions, and only an initial epoch needs to be used. In this study position 
coordinates will be used for convenience, since they will fit well for the case when a 
simulation is needed.  
  
 The units of the observations and the biases are units of the gravity disturbance 
vector, either m/s2 or mGal. The units for the slopes will depend on the type of argument 
we use. For example if a time argument is used the units of the slopes will be mGal/sec, 
or if coordinates of latitude and longitude are used the units will be mGal/degree. 
 
 For the case of line C2 we have the same situation: 
 
                                li-C2 = Li-C2 + bi + mi (yi-C2-y0) + ei-C2                                             (4.23) 
                                lC2-i = LC2-i + bC2+ mC2 (xC2-i-x0) + eC2-i 
 
Subtracting both equations in each set we have: 
 
       l1-C1- lC1-1 = b1+m1(y1-C1-y0)- bC1-mC1(xC1-1-x0) + e1-C1,C1-1 
        l2-C1- lC1-2 = b2+m2(y2-C1-y0)- bC1-mC1(xC1-2-x0) + e2-C1,C1-2 
                                . . . 
        ln-C1- lC1-n = bn+mn(yn-C1-y0)- bC1-mC1(x-C1-n-x0) + en-C1,C1-n 
 
        l1-C2- lC2-1 = b1+m1(y1-C2-y0)- bC2-mC2(xC2-1-x0) + e1-C2,C2-1 
        l2-C2- lC2-2 = b2+m2(y2-C2-y0)- bC2-mC2(xC2-2-x0) + e2-C2,C2-2 
                                . . . 
        ln-C2- lC2-n = bn+mn(yn-C2-y0)- bC2-mC2(xC2-n-x0) + en-C2,C2-n 
 
 
        This system can now be written in matrix form as: 
                           eξyω BAB +==      
 
         with:   
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ω  being the vector of observational differences, 

 
 
    B = [I2n, -I2n],  
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being the design matrix relating the observations to the unknowns, and 
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ξ  the vector of unknowns containing the desired parameters. 
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Notice that this system has rank deficiency. We could add another transversal line, say 
C3, but this would not provide the external information needed to overcome the datum 
defect. There will always be 2 biases and 2 trends that cannot be solved for. One option is 
to perform a free-adjustment that will provide a set of parameters that are consistent 
internally, which can later be referred to a particular �datum� by the use of external 
information coming from control points. The other solution is to introduce constraints to 
the system. This is not that different from the first approach but in this case the system is 
referred to a particular datum at once. 
 
 For the former case we can write the system as:  
 
                          )I,2σ(A~ BAB 2

0ξωe,ξyω +== , 
 
with dimension of the range space of A, n2)A( =ℜ <2n+4,  and 2

0σ  the variance of the 
unit weight.                            
 
The free solution is given by MINOLESS (Minimal NOrm LEast Squares Solution) as: 
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                 1T1T2

0 E)E(NNE)E(N}�D{ −− ++σ=ξ                                                     (4.24) 
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where N=ATA  and c=ATωωωω ;  E satisfies the two conditions AET=0, and  rk(A)+rk(E)=m, 
meaning that  ET  spans the null-space of A , )(ETℜ = N (A). Thus, the matrix E can be 
found by generating a basis for the null space of A. The computation of the null space of 
a matrix for large systems is not problematic since most of the mathematical software 
nowadays include subroutines for doing so, e.g. the function Null in Matlab. 
  
 Once a solution is found, this can be referred to a particular set of control points 
that will bring the adjusted gravity values to the desired datum. 
 
For the latter case we can augment the system as: 
 
                                )I,2σ(A~ ,BAB 2

0ξωeξyω +== ,     
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where K is the design matrix for the constraints and κκκκ0 the vector containing values for 
those constraints. The vector κκκκ0 contains the values for the biases and trends of at least 
two lines in order to overcome the datum defect.  This means that we need to have access 
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to the gravity information of at least two identical points (of control, and of Kalman 
residuals) in two different lines respectively.  The solution by least squares is given by: 
 

)K)KK(N()KK)K(K(NKK)K(NK)K(N� 1T
0

1T1TT1T1T cκcξ −−−−− +−++++=      
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Once the unknown constrained vector ξ� is estimated, the biases and trends for all the lines 
in the area are available and can be corrected by relating those lines to the particular 
datum (control information). 
 
 
 
 
4.4 Data processing to get the gravity vector 
  

 
In this part, the computation of the gravity disturbance vector from data collected 

on flights over the Canadian Rocky Mountains by the University of Calgary is explained.  
For the processing of the data the method described in section 4.2 is used. A description 
of the area of study along with the collected data is presented.  Some preliminary 
manipulations of the data, such as matching to control points and crossover adjustment, 
are described.  
 
 
 
4.4.1 Area of study 
 

 
Data for the experiment come from an area in the Canadian Rocky Mountains 

from a flight in September 1996 (Bruton, 2000). The flight was done with several lines 
arranged in the north-south direction and with two lines in the east-west direction. The 
lines in the east-west direction were planned for use in a crossover adjustment. The lines 
in the area were numbered form 1 to 14 in the direction of the flight for future 
identification and reference. The area of study and the flight lines are shown in Figure  
4.2.  
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 Figure 4.2:  Description of the area for the study 
 
 
The following parameters were used to obtain the kinematic solution: 
 
Position of the Master Station: 
  ϕ = 51°07�39.8705� ; λ = -115°23�42.5107� ;   h= 1323.2594 m 
Initial epoch for GPS data: 278753.0 s 
End of  Static period   : 279653.0 s 
Final epoch : 302000.0 s 
 
Initial attitude angles:  
 Roll= -0.066° ;  Pitch = +2.454° ; Yaw = -65.466° 
Initial INS position: 

ϕ = 51°06�07.392� ; λ = -114°02�07.667� ;   h= 1059.720 m 
Initial velocities: 0.0, 0.0, 0.0 
Alignment time: 900 sec 
Time delay (GPS-INS): -1.996 sec 
Data Rate: 50 Hz 
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GPS_INS_offsets (GPS-INS) for lever arm correction [m]: -0.462, -1.203, 1.078, given in 
the b frame.  
Gyro biases [deg/sec]:  2.258729x10-6; 2.695203x10-6; 1.005562x10-6 

Accelerometer biases [m/s2] : 0.00005 ; -0.000120 ;  0.00050 
LRF3 gyro conversion scale factor: (0.000000003725290298461914*180/π)/0.02 
LRF3 accelerometer conversion scale factor: (0.00000047683718503937*0.3048)/0.02 
 

For the processing of the data the software developed by Kwon, 2000 was used. 
For the computation of the total accelerations, the GPS positions from the kinematic 
solution provided by the University of Calgary was numerically differentiated twice for 
later use in determining the gravity vector.   

 
 
 
4.4.2 The gravity disturbance vector 

 
 
The procedure explained in section 4.1 was followed to obtain the gravity 

disturbance vector. Consecutive smoothing filters of 2 seconds and 90 seconds smoothing 
windows were applied to both INS and GPS signals in order to remove high frequency 
noise in the GPS accelerations coming from the numerical differentiation. The lever arm 
effect correction computed from the parameters used for the kinematic solution (see 
previous page) was applied to the INS accelerations. This correction is computed by 
(Jekeli, 2000, p.329): 

                        )C(
dt
d bb

ib
i
b

i
IMU

i
antena bωxx ×=−&&                                                (4.26) 

 
with bb the vector containing the differences in coordinates between the GPS antenna and 
the IMU  in the b frame. The differentiation is done numerically with a 2 second 
smoothing. A 90 second smoothing window is also applied to the lever arm effect before 
correcting the INS accelerations. 

  
In Figure 4.3 the smoothed accelerations for the first three lines, as described in 

Figure 4.2, coming from GPS and INS are presented for each one of the components in 
the north, east, and down direction. We can observe similar characteristics in both 
accelerations, which is an indication that both sets represent the general acceleration 
profile of the aircraft. 

 
The difference between GPS and INS accelerations for lines 1 to 3 are shown in 

Figure 4.4, Lines 1 to 3 are shown as a sample since all the lines in the flight present the 
same characteristics. 
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Figure 4.3: GPS and INS accelerations for Lines 1 to 3 
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               Figure 4.4: Differences GPS �INS derived accelerations for lines 1 to 3 
 



 56

The Kalman filter algorithm as described in section 4.2.2 was applied to the GPS 
and INS accelerations, and the residuals representing the components of the gravity 
disturbance vector can be seen for lines 1 to 3 in Figure 4.5: 

 

 
                Figure 4.5: Residuals for lines 1 to 3 after applying Kalman filter 

 
 
4.4.3 Experiments to remove large oscillation at the 180° turnings of the airplane    
 

From Figures 4.3 to 4.5 we can notice large oscillations present in the residuals 
and in the original accelerations, at every 180° turn of the airplane. These oscillations are 
more noticeable in the north and east components than in the vertical component. In order 
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to try to remove these oscillations in the residuals some experiments were carried out, 
and some results are presented in the following. 
 
4.4.3.1 Using the vertical component orientation error in the Kalman filter  

 
We think that the fact that the oscillations are more noticeable in the north and 

east components is because of the dynamics of the airplane at the turns, mainly affecting 
the north and east components directly as explained in the following:  

Acceleration errors in the navigation frame are caused by errors in the sensed 
acceleration and by orientation errors coming from the gyros. The acceleration error for 
the navigation frame can be written as (Jekeli, 2000, p.155): 
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Considering only the errors in the orientation we can write: 
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A look at equation (4.27) suggests that the vertical component of the orientation 

errors contributes directly to the errors in the north and east accelerations. The vertical 
component orientation error is associated with an error in azimuth. At the 180° turns of 
the aircraft, the azimuth is changing at a faster rate than when the plane is flying in a 
north-south direction, and it may be possible that this causes instabilities in the vertical 
gyro, not reflected in the horizontal gyros. This instability may be causing errors in the 
north and east components of the INS acceleration as indicated by equation (4.27). We 
may try to isolate the vertical component orientation error by comparing the computed 
GPS and INS azimuths as explained later in this section. Equation (4.27) also shows 
effects on the acceleration error coming from the east and north components of the 
orientation error. It is difficult, if not impossible, to compute the effect due to the 
horizontal components of the orientation error, but we could have access to the effect of 
the horizontal component orientation error from the Kalman filter results. On the other 
hand, we could assume that their effect is small due to the reasons explained above; 
however, we have to keep in mind that the errors coming from these components are 
multiplied by the vertical component of the acceleration, which is larger in magnitude 
than the horizontal acceleration components. 

In an attempt to correct the large oscillations in the INS-GPS acceleration 
differences the following approach was developed. We assumed that the GPS azimuths 
are better determined than the azimuth provided by the INS, and that the latter can be 
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corrected by computing the azimuth error as the difference between the GPS and the INS 
azimuth. With the GPS and INS azimuths we can compute the vertical component of the 
orientation error: 
                                            ψD = αINS -αGPS                                                               (4.28) 

 
The GPS azimuth can be computed with good approximation, considering that the 

changes in latitude and longitude during the GPS data interval of 1 second are small: 
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The INS azimuth is derived by applying the transformation matrix from the sensor 

to the navigation frame given by information in the quaternion file. This transformation 
can be written as: 
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with i

sC transformation matrix from the sensor to inertial frame (from the gyros), 
        i

nC  transformation matrix from the navigation to the inertial frame (function of the              
      latitude, longitude and Earth rate rotation), 

        n
sC  transformation matrix from the sensor to the navigation frame 

                (function of   η, χ, α),           
   η, χ, α  the roll, pitch and yaw angles relating the body frame to the navigation frame. 
 
The INS azimuth can now be computed from the n

sC  matrix as: 
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Now we try to correct the INS acceleration, neglecting errors coming from the horizontal 
components of the orientation errors, and only considering the vertical component 
orientation error as computed by equation (4.28) as follows: 
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With this we can now correct the observed inertial acceleration to be used in the Kalman 
filter update as: 
                                  iδaaa += ii

c  ,                                                                                
where i

ca stands for corrected acceleration in the inertial frame, and substitutes the original 
INS observed inertial acceleration. 
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The Kalman filter residuals with the accelerations corrected by the procedure 
explained above was implemented, but the results did not show any improvement when 
compared to the original results. Actually the results were out of the bounds of what one 
would expect. A look at the differences between the GPS and INS azimuths showed that 
we had large differences not only at the turns of the airplane, where we found peaks for 
these differences, but also along all the lines. This may indicate that we might have errors 
coming from other sources, like the other two components of the orientation errors, or 
from errors in the accelerometers (see equation (4.15)). We found large differences 
between the GPS and INS azimuths ranging from �3° to 3°. This is probably too large to 
provide a good estimate of ψD.      

Next we considered including the computed orientation error (equation (4.28)) as 
an observation in the Kalman filter update and not as a correction as done above.  For this 
we modified the original observation equation as follows: 
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where  3

n
i ][C , represents the 3rd row of the transformation matrix from the inertial to the 

navigation frame. 
The Kalman filter was computed again by using this procedure, but again we did 

not improve the determination of the horizontal components of the gravity disturbance 
vector. The large oscillations still remained, being larger than the original computed 
Kalman residuals. The vertical component appeared to be less sensitive to the correction 
showing practically only a bias.  

We also implemented the same approach but using the three components of the 
orientation error coming from a first iteration in the Kalman filter; but again the results 
did not show any improvement with respect to the original Kalman filter estimates. 

 
 

4.4.3.2 Removal of oscillation prior to computation of Kalman filter residuals  
 
Another attempt aiming at the removal of the large oscillations at the turns of the 

airplane was implemented and consisted in the application of a 30 second smoother  
(after the 2 seconds smoother) to both GPS and INS accelerations. This was followed by 
the �chopping� of the GPS accelerations from the lines at the turns trying to recover as 
much of the line as possible. The motivation is to guarantee the intersection of the north-
south direction lines with the east-west crossing lines to allow for a posteriori crossover 
adjustment of the resulting Kalman residuals (a Kalman filter with condition equations to 
determine simultaneously the crossovers and the estimates of the gravity disturbance 
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vector could be explored in the future). A filter of 30 seconds is applied since the use of 
larger filters like the 90 or the 120 seconds smoothers spread the effect of the oscillations 
to the neighboring points on the lines near the turns of the plane. The Kalman filter 
residuals were computed as before and subjected to a filter of 90 seconds to reduce the 
high frequencies present in those residuals. A comparison of these new results, for some 
lines (lines 1 to 6), with respect to the original residuals is presented in Figure 4.6. Here, 
we can observe better results than in the previous experiments, but we still see traces of 
the oscillation at the ends of the lines affecting the residuals. This is most noticeable for 
the north component, where traces of the oscillations are evident at the end of each line. 
We notice some improvement for the east component, but in general some remaining 
effects of the oscillations are still present. Regarding the vertical component, this suffers 
no major effect and the comparison with the original residuals shows no significant 
discrepancies. 

 
Figure 4.6: Comparison of the 30 sec smoothed chopped lines and 90 second smoother to 

the residuals with the original Kalman filter residuals. 
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We also tried to remove the oscillations by the use of different combinations of 

smoothers, but we did not succeed in doing so. We feel that more specific research in this 
direction is necessary and that other techniques can be investigated like the use of 
wavelets or the implementation of iterative procedures for the Kalman filter computation. 
 
 
4.4.4 Removal of the large oscillation at the 180° turnings of the airplane from the 
resulting Kalman residuals 

  
In order to remove these oscillations the lines were truncated consistently at both 

ends in order to recover as much of the signal as possible for subsequent computations. In 
doing so, information over 50% of each line is lost for the north and east components, 
and a cross-over adjustment with lines 12 and 14 was not possible. The final set of lines 
to be used in the computations are shown in Figure 4.7. 
 

                 
 

Figure 4.7: Truncated lines excluding large oscillations 
 

Notice how the east-west lines 12 and 14 do not intersect the truncated north-
south lines, not allowing for a cross-over adjustment.  All three components were 
truncated for later comparison, even though it was not necessary for the vertical. An 
individual cross-over analysis for the vertical components is presented in section 4.5.2.1, 
and the application of Hotine�s integral solution makes use of the longer lines of data as 
well. 
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4.5 Accuracy of the gravity disturbances with respect to control points 

 
 In order to assess the quality of the results, the Kalman filter residuals, which 

represent the components of the gravity disturbance vector, were compared to control 
information provided by NIMA for the different lines of interest. 

 NIMA provided information about the deflections of the vertical in arc-seconds, 
and the gravity disturbances in mGal for a height of 4360 m (an average of the height for 
the actual flight). In order to obtain the horizontal gravity disturbance components from 
NIMA, and according to Figure 4.8, the following approximations for obtaining the 
gravity disturbances were applied: 

                              δgN [mGal] ≅  -4.75 ξ[�] 
                              δgE [mGal] ≅  -4.75 η[�] 
 
with  δgN   North component of the gravity disturbance vector, 
         δgE   East component of the gravity disturbance vector, 

 ξ      deflection of the vertical in North direction, 
                     η     deflection of the vertical in East direction, 
                4.75     transformation factor from arc-seconds to mgal 
                             ~ 981000mgal*(π/180°)*(1°/3600�). 
 

For the case of the gravity disturbances, which were already given in mGal, no 
transformation  was applied. 
 
 
 
  
 
 
 
 
           
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.8: The components of the gravity vector 
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The data provided by NIMA correspond to an area in latitude from 50° to 52° 
north, and in longitude from 243 ° to 246.5° east, with a resolution of 2�. The accuracy of 
the control data is estimated to be better than 5 mGal for the horizontal components, and 
better than 1.5 mGal for the vertical component. The reference normal field is that of 
WGS84. 

 Values for control data were interpolated at each corresponding point of the 
truncated flight lines and were compared to the Kalman filter residuals. Statistics for the 
comparison are presented in Table 4.1 to 4.3. 

 
 

 
 Mean 

[mGal] 
Std. Dev 
±[mGal] 

Min 
[mGal] 

Max 
[mGal] 

Line 1 2.5 20.1 -41.5 33.0 
Line 2 -0.1 10.1 -16.0 18.4 
Line 3 -8.3 19.9 -37.6 22.1 
Line 4 -1.4 7.2 -9.9 15.5 
Line 5 -21.8 19.8 -66.4 5.1 
Line 6 -9.2 8.7 -33.6 5.5 
Line 7 -33.7 4.9 -48.3 -26.5 
Line 8 -18.4 10.5 -41.3 -1.2 
Line 9 -19.0 11.1 -46.0 6.9 
Line 10 -2.3 16.0 -23.9 45.8 
Line 11 -19.2 14.2 -52.9 6.5 

 
Table 4.1:  Differences of north gravity disturbances versus NIMA control 

 
 
 

 Mean 
[mGal] 

Std. Dev 
±[mGal] 

Min 
[mGal] 

Max 
[mGal] 

Line 1 3.8 5.0 -8.1 13.9 
Line 2 54.0 12.5 25.3 73.1 
Line 3 -18.1 7.0 -28.4 2.1 
Line 4 19.9 8.5 3.0 35.2 
Line 5 -51.3 17.2 -87.1 -11.4 
Line 6 -2.3 9.6 -25.1 18.9 
Line 7 -52.0 10.7 -67.3 -29.9 
Line 8 -38.6 8.6 -58.2 -17.7 
Line 9 -21.4 30.2 -70.0 32.1 
Line 10 -32.4 12.8 -71.3 -14.3 
Line 11 -0.7 19.3 -45.8 21.6 

 
Table 4.2:  Differences of east gravity disturbances versus NIMA control 
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 Mean 

[mGal] 
Std. Dev 
± [mGal] 

Min 
[mGal] 

Max 
[mGal] 

Line 1 -40.7 3.2 -47.0 -33.0 
Line 2 -11.4 3.7 -18.3 -4.4 
Line 3 1.6 5.3 -8.0 14.4 
Line 4 -2.0 5.3 -14.3 5.2 
Line 5 8.5 5.2 -0.1 19.0 
Line 6 10.0 4.9 -1.4 18.2 
Line 7 21.1 6.3 9.0 34.1 
Line 8 19.2 5.4 9.2 29.4 
Line 9 30.8 5.6 22.8 41.9 
Line 10 30.9 5.4 19.5 42.0 
Line 11 40.6 6.5 30.9 56.8 

 
 

Table 4.3:  Differences of vertical gravity disturbances versus NIMA control 
 
 
 
4.5.1 End-matching the residuals with NIMA control 
 
 
 In order to correct trends and biases present in the Kalman filter residuals these 
were adjusted to the NIMA data (assumed errorless) at the ends of each line. Results of 
the end-matching for some lines are presented in Figures 4.9 to 4.12, and statistics for the 
differences can be observed in Tables 4.4 to 4.6. The end-matching computations were 
done via a simple fitting procedure with the following equation: 
 
                         )tm(tbRESIDUALNIMA 00 −++=  
 
where NIMA is the control value for the component of interest, RESIDUAL the Kalman 
filter residual for the component of interest,  b0 the bias, and m the trend as a function of 
the epoch (position can also be used). The values for trend and bias can be found by: 
             
                               yAx 1−=  
 

where:   
1x2endend

11

RESIDUALNIMA
RESIDUAlNIMA

y 







−
−

= , 
2x20end

01

t-t1
tt1

A 






 −
= , 

1x2

0

m
b

x 







= ,  and t0 the  

initial epoch for each line. Note that in our case t1=t0. 
 
 The end-matched lines will be used later to assess the quality of the geoid 

assuming that appropriate control is present in the area. We have to keep in mind that this 
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is not always possible in real situations and that poor control can be expected in some 
areas or countries around the world.  Then the cross-over solution becomes important. 
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Figure 4.9: End-matched residuals vs Control  (Line1) 
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Figure 4.10:  End-matched residuals vs Control (Line 2) 
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Figure 4.11: Residuals vs Control (Line 3) 
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Figure 4.12: End-matched residuals vs Control (Line 12) 
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 Mean 
[mGal] 

Std. Dev 
± [mGal] 

Min 
[mGal] 

Max 
[mGal] 

Line 1 3.0 8.1 -13.6 18.2 

Line 2 -4.5 4.2 -10.5 6.3 

Line 3 20.7 14.9 -0.3 43.9 

Line 4 -2.8 7.5 -16.2 12.9 

Line 5 16.7 6.3 -0.0 26.6 

Line 6 7.7 9.0 -7.8 27.5 

Line 7 4.5 5.2 -3.7 15.8 

Line 8 -7.7 10.4 -30.1 11.1 

Line 9 17.2 10.4 0.0 37.4 

Line 10 -27.1 17.4 -53.5 3.9 

Line 11 3.1 16.9 -49.1 21.0 

 
Table 4.4:  Differences between end-matched north gravity disturbance and NIMA data 

 
 

 Mean 
[mGal] 

Std. Dev 
± [mGal] 

Min 
[mGal] 

Max 
[mGal] 

Line 1 -7.5 5.1 -20.5 0.8 

Line 2 15.7 6.6 -0.2 28.3 

Line 3 -4.6 5.3 -15.7 5.2 

Line 4 7.2 8.6 -10.6 22.9 

Line 5 13.0 11.1 -5.0 42.3 

Line 6 20.0 9.4 -0.9 40.5 

Line 7 11.0 10.8 -4.2 33.6 

Line 8 16.8 9.3 -4.8 31.4 

Line 9 -4.7 11.5 -23.8 20.0 

Line 10 12.7 6.9 -2.7 29.4 

Line 11 0.3 10.1 -26.5 12.0 

 
Table 4.5: Differences between end-matched east gravity disturbance and NIMA data 
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 Mean 

[mGal] 
Std. Dev 
± [mGal] 

Min 
[mGal] 

Max 
[mGal] 

Line 1 -2.5 2.2 -6.1 2.3 

Line 2 -3.6 4.2 -12.5 3.6 

Line 3 -2.9 4.8 -13.5 5.4 

Line 4 -1.6 5.1 -13.8 5.8 

Line 5 -2.3 4.3 -12.5 5.9 

Line 6 0.5 5.3 -11.5 9.0 

Line 7 2.3 6.5 -10.3 15.9 

Line 8 -3.2 5.3 -13.0 5.8 

Line 9 2.4 5.2 -5.7 12.8 

Line 10 -0.5 4.8 -11.1 8.9 

Line 11 -5.1 6.9 -14.8 13.1 

Line 12 -1.5 5.8 -13.7 6.4 

Line 14 3.8 6.6 -5.1 14.8 

 
 
Table 4.6: Differences between end-matched down gravity disturbance and NIMA data 
 
 
 
 

 
 We also note that the east component for the lines in the N-S direction contains 

several oscillations that are not present in the other two components. It appears that these 
oscillations are related to the oscillations of the flight lines due to corrections by the 
automatic pilot of the plane trying to maintain the N-S direction. For some reason for the 
case of line 12, running in the east-west direction, we do not observe these oscillations 
(see Figure 4.14), although Kwon (2000) encountered this same behavior for lines in the 
east-west direction. In Figure 4.13, the trajectory of the airplane is shown for lines 1,2, 
and 12.  
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Figure 4.13: GPS trajectories for lines 1, 2 and 12 
 
 
 
4.5.2 Crossover adjustment of the gravity disturbance vector 

 
 
A crossover adjustment allows us to solve for biases and trends present in the 

gravity signals as it was explained in section 4.3.  In this section, a crossover adjustment 
is performed with real data for the case of the down component, and with simulated data 
for the horizontal components. The latter is possible since we have control information 
from which we can extract the information for the crossover adjustment. Unfortunately 
for our set of real data it is not possible to perform an actual crossover adjustment for the 
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horizontal components because the crossing points occur where the estimates are affected 
by large errors, as explained in Section 4.4.3. 
 
 
4.5.2.1 Crossover adjustment for the vertical component of the gravity disturbance 
vector 
 
 

A crossover adjustment was performed in the vertical component of the gravity 
disturbance vector.   In order to solve for the datum defect, the following constraints were 
imposed on the lines: two points in each line 1 and line 11 were taken, and the trend and 
constant bias for those two lines were computed using NIMA control data. These values 
are used as constraints in the adjustment. A comparison of the constrained crossover-
adjusted lines and the original residuals with respect to the control by NIMA is presented 
in Table 4.7, and a graphical comparison is shown in Figures 4.14 and 4.15.  
 
 
 
Original residuals [mGal] Cross-over adjusted[mGal] 
 Mean St dev[±] Min Max  Mean St dev[±] Min Max 
1 38.3 5.7 20.2 47.0 1 1.81 5.1 -24.9 7.8 

2 9.0 8.0 -13.9 20.1 2 -1.4 6.1 -14.3 13.1 

3 -2.5 5.7 -14.4 8.0 3 -0.5 8.6 -17.0 16.1 

4 0.8 6.1 -12.4 14.3 4 -0.6 8.7 -18.3 13.9 

5 -8.0 5.8 -19.0 2.2 5 4.9 10.7 -13.5 24.8 

6 -9.3 4.9 -18.2 1.8 6 -0.2 4.1 -9.8 9.1 

7 -20.6 6.0 -37.4 -9.0 7 -0.9 8.4 -23.8 14.8 

8 -19.3 4.9 -29.4 -9.2 8 15.0 5.4 2.4 25.9 

9 -31.4 6.0 -45.3 -20.8 9 5.8 5.8 -7.6 15.9 

10 -32.9 5.9 -49.2 -19.4 10 9.1 4.9 -2.8 21.3 

11 -42.7 6.7 -57.7 -30.9 11 6.6 8.5 -17.2 22.3 

 

Table 4.7:  Differences of the original residuals and cross-over adjusted residuals with 
respect to NIMA control for the vertical component 
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Figure 4.14: Comparison of down component residuals with respect to control by NIMA 

for the vertical component. 
 
 

 
 
Figure 4.15: Comparison of the crossover adjusted lines with respect to control by NIMA 

for the vertical component. 
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We can observe, in Table 4.7, that the crossover adjustment provides, in general, 

smaller biases for all the lines than the original residuals. The deviations from the mean 
are similar for some lines, especially those close to the lines that served as constraints. In 
general, the original residuals present better standard deviations than the crossover 
adjusted lines. In the analysis of the statistics for the differences we have to keep in mind 
that the lines in the middle are adjusted to the values of the lines in the east-west 
direction, and these values may have larger errors at the cross-over points. A look at 
Figures 4.14 and 4.15 also indicates a better fit and consistency of the set of lines after 
crossover adjustment than of the original residuals with respect to NIMA control.  The 
points marked as control in Figure 4.15 correspond to the points used for the constrained 
adjustment. 
 
 
 
4.5.2.2 Crossover adjustment for the horizontal components of the gravity 
disturbance vector 
 
 

In this case, a crossover adjustment was performed by the use of simulated 
crossing lines at the north and south ends of the horizontal components of the gravity 
disturbance vector. In order to do this, the values of the control data provided by NIMA 
at both ends of each line are extracted, and random noise is added in the order of ± 13 
mGal. This value is an average of the standard deviations for the horizontal components 
with respect to control data (see Tables 4.1 and 4.2). The resulting crossing lines are then 
contaminated with a constant bias and a trend. For the bias a value of 7 mGal for the 
north track and a value of -8 mGal for the south track are added for both north and east 
components. Also a trend of 3 mGal every 10 km for the north track, and of 4 mGal every 
10 km for the south track are used. The values for the constant biases and trends are 
included to complete the simulation procedure, and to test the crossover adjustment 
algorithm. However, these values are chosen arbitrarily since, for the case of the 
simulation, they will not affect the results if we introduce constraints and the crossover 
procedure is working properly. In Figures 4.16 and 4.17 the simulated crossing lines for 
the north and east components of the gravity vector are shown. Again, the procedure 
explained in section 4.3 was implemented. In order to solve for the datum defect, the 
trend and constant bias for line 1 and 11 are computed by using the respective end points 
and used in the adjustment. 
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Figure 4.16: Simulated crossing tracks for the north component of the gravity disturbance 

vector 

           
 

 
Figure 4.17: Simulated crossing tracks for the east component of the gravity disturbance 

vector 
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Statistics of the differences with respect to NIMA control for both the north and east 
components after the crossover adjustment are presented in Tables 4.8 and 4.9. A visual 
comparison is presented in Figures 4.18 and 4.19.  

 
  

 Mean  
[mGal] 

Std.Dev 
 ± [mGal] 

Min  
[mGal] 

Max 
 [mGal] 

Line 1 3.1 8.2 -13.7 18.3 
Line 2 0.3 4.4 -7.8 13.4 
Line 3 20.2 15.1 -1.2 43.7 
Line 4 5.0 9.5 -12.5 19.9 
Line 5 8.9 6.5 -16.2 16.8 
Line 6 14.7 12.1 -9.2 37.7 
Line 7 -4.2 9.5 -17.8 14.6 
Line 8 -2.1 11.4 -26.8 14.9 
Line 9 19.1 10.4 1.6 39.3 
Line 10 -18.3 19.9 -46.6 21.3 
Line 11 3.0 16.9 -49.4 20.9 

 
Table 4.8: Differences between simulated crossover-adjusted north gravity disturbances 
and NIMA control data. 
 
 
 

 
 Mean 

 [mGal] 
Std.Dev 

 ± [mGal] 
Min 

 [mGal] 
Max  

[mGal] 
Line 1 -7.5 5.1 -20.4 0.8 
Line 2 20.5 6.6 -3.8 30.6 
Line 3 -5.1 5.4 -15.9 5.4 
Line 4 15.1 8.3 -0.5 30.3 
Line 5 5.1 13.1 -17.0 41.3 
Line 6 26.9 7.2 -2.0 40.0 
Line 7 2.3 13.9 -21.8 31.8 
Line 8 22.4 8.9 -2.6 43.5 
Line 9 -3.1 11.8 -22.6 22.1 
Line 10 21.4 6.9 -2.2 33.7 
Line 11 0.4 10.1 -26.2 12.2 

 
Table 4.9: Differences between simulated crossover-adjusted east gravity disturbances 
and NIMA control data. 
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Figure 4.18: Crossover adjusted lines by using simulated cross tracks versus NIMA 
control for the North component of the gravity disturbance vector 

 
 

            
 

Figure 4.19: Crossover adjusted lines by using simulated cross tracks versus NIMA 
control for the East component of the gravity disturbance vector 
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We can observe that the results of the simulated adjustment for the horizontal 
components using minimal control are similar to those based on total control. It is 
difficult though, to really quantify the effect of the crossover adjustment with 
simulated data. At least it allows us to show the procedure to follow in the case of 
minimal control.  

The term �full control�, in our context, refers to the case when we use 
control at both ends of each line; and minimal control refers to the case of 
introducing the minimal amount of control points. 
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CHAPTER 5 
 

GEOID COMPUTATION/ESTIMATION 
 
 

5.1 Introduction 
 
 
 Different approaches for geoid computation (resp. estimation) have been 
introduced in the previous chapters. In this chapter the different methodologies for 
computing the geoid, according to different types of data, are implemented. The geoid is 
computed by the use of the vertical component (VC), the horizontal components (HC), 
and a combination of the three components (3C) of the gravity disturbance vector.  The 
results of these computations are presented along with a description of some additional 
procedures such as the determination of the parameters of the covariance function to be 
used in the LSC adjustment, and the application of the wave correlation filter (WCF) for 
the case of the 3C geoid. The resulting geoid estimation from these different methods is 
compared to the Canadian geoid. The Canadian geoid is computed via the GPS-H 2.1 
software of the Geodetic Survey Division of the Canadian Department of Natural 
Resources. This geoid is based on the Canadian geoid 2000 (CGG2000) (Véronneau, 
2001), adjusted to the Canadian primary vertical control (CGVD28). 
 
 
 
5.2 The geoid from the down component of the gravity disturbance vector 
 
 
 The geoid is computed by using information for the down component of the 
gravity vector by means of Hotine�s integral. Helmert�s condensation method is applied 
by using the procedure explained in Chapter 3. Contrary to the traditional approach, 
where the corrections due to the compensation of the masses are applied to the gravity 
disturbances, Helmert�s condensation method is here applied directly to the disturbing 
potential after downward continuation to the terrain. This is done with the idea that, 
having the disturbing potential from different sources, the Helmert�s correction can be 
applied to the different and combined solutions as will be shown later on. The results at 
flight height, along with the reductions to the geoid, are presented to evaluate the 
effectiveness of the downward continuation and Helmert�s condensation approaches. The 
computations are done first for the end-matched lines with control information provided 
by NIMA (that is, adjusting to the two end-points for each line). Next, the results from 
the cross-over adjustment with minimal control as explained in Chapter 4 are presented. 
 Prior to the computations a grid of points for use in Hotine�s integral is generated. 
The estimated gravity disturbances from the original lines end-matched by NIMA control 
are interpolated onto a 22x11 grid, with 22 points in the North-South direction and 11 
points in the East-West direction consistent with the 11 lines in the area of study. For the 
case of the cross-over adjusted data, a grid of 30x11 was generated. This grid contains 
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more points since these North-South lines are longer than the end-matched lines. The 
disturbing potential is computed at flight altitude and then divided by normal gravity as a 
first estimate of the Canadian geoid. Next the disturbing potential is downward continued 
and the masses are removed and restored according to Helmert�s condensation as 
explained in section 2.7.3. Helmert�s correction is applied directly to the disturbing 
potential. Then this final estimate of the geoid is compared to the Canadian geoid.  
 
 
5.2.1 Geoid estimation using NIMA full control for the vertical component 
 
 The results coming from Hotine�s integral at height flight using the end-matched 
lines can be observed in Table 5.1. Statistics for the differences with respect to the 
Canadian geoid are presented. In this table the comparison is arranged line by line, and 
the comparison is done for every point of each line. In this way the results can be 
compared to those from the HC geoid, which is computed for each line. In Figure 5.1, a 
graphic comparison of both surfaces and their difference is shown. 
 
 
 

Line Mean [m] St dev ± [m] Min [m] Max [m] 

1 -0.536 0.177 -0.760 -0.235 

2 -0.679 0.048 -0.758 -0.593 

3 -0.841 0.028 -0.914 -0.803 

4 -0.854 0.062 -0.951 -0.713 

5 -0.905 0.135 -1.053 -0.592 

6 -0.910 0.131 -1.07 -0.592 

7 -0.905 0.133 -1.105 -0645 

8 -0.938 0.110 -1.127 -0.674 

9 -0.999 0.112 -1.132 -0.694 

10 -1.090 0.066 -1.219 -0.995 

11 -1.183 0.225 -1.521 -0.933 

 
 
Table 5.1 Results for the VC height anomaly using Hotine�s integral in the 22x11 grid of 
the differences with respect to Canadian geoid. EGM96 up to degree 360 is used.  
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Figure 5.1: Vertical component height anomaly versus Canadian geoid and their 

difference for the 22x11 grid.  
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We can observe differences in the order of 3 cm up to 22 cm. Notice, however, that the 
larger differences are in line 1 and in line 11, which indicates that there are edge effects 
affecting the result. In order to reduce the effect of the north-south edges, 4 points are 
eliminated at both ends of each line and the statistics for the differences are re-calculated 
and given Table 5.2: 
 
 
 

 
Line 

Mean 
[m] 

St dev 
[m] 

Min 
[m] 

Max 
[m] 

1 -0.560 0.119 -0.720 -0.314 
2 -0.680 0.044 -0.752 -0.599 
3 -0.843 0.032 -0.914 -0.803 
4 -0.885 0.045 -0.951 -0.812 
5 -0.951 0.086 -1.046 -0.790 
6 -0.925 0.084 -1.060 -0.771 
7 -0.908 0.072 -1.069 -0.810 
8 -0.931 0.062 -1.042 -0.845 
9 -1.029 0.065 -1.099 -0.875 
10 -1.053 0.046 -1.143 -0.995 
11 -1.145 0.205 -1.504 -0.933 

 
 
Table 5.2: Results for the VC T/γ using Hotine�s integral in the 22x11 grid of the 
differences with respect to Canadian geoid. EGM96 up to degree 360 is used. North- 
south edges have been removed 
 

 
We can see an improvement in all the lines. However lines 1 and 11 still show 

large differences that are not present in the other lines. This is due to the fact that those 
lines are at the east-west edges of the area; therefore they would have to be eliminated 
and the useful area would be reduced to the 9 internal lines, where the computed geoid 
shows accuracies in the range of 3-9 cm.  We also observe biases in the range of   �0.6 to 
-1.1 m for all the lines. These biases may be attributed, in part, to the fact that the 
Canadian geoid is not a gravimetric geoid.  It has been transformed to the local Canadian 
datum CGVD28. Notice that the biases are different for the lines increasing in the east-
west direction. This may indicate a slope between both geoids. These biases are 
consistent, at least in sign, with the bias found by Véronneau (2001), between the 
CGG2000 geoid and the GPS on benchmarks derived geoid. 

The use of EGM96 contributes to the low frequency part of the estimated geoid. 
The difference between the final estimated geoid and EGM96 is in the order of 15 cm 
with deviations of ±35 cm.  
 Next, the results coming from the determination of the geoid by using  Helmert�s 
condensation method as described by equation (2.45) are presented. For the downward 
continuation the iterative procedure in spherical approximation described in section 3.6.1 
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was applied. We used the spherical approximation since for the set of real data we had 
problems in the convergence using the planar approximation. The net effect on the 
disturbing potential given by equation (2.58) in planar approximation is computed, and 
the comparison with the Canadian geoid can be observed in Table 5.3. The north-south 
edges have been removed. A low pass filter was applied in order to remove high 
frequencies present in the net effect on the potential. The downward continuation of the 
effect of the topography at points on the terrain, D(-δVTopo(P)) in equation (2.51), showed 
no improvement on the final geoid. Actually, the results were poorer than those computed 
without this correction. The argument used for the downward continuation was the 
disturbing potential at flight altitude. 

  
 

Line 
Mean 
[m] 

St dev 
± [m] 

Min 
[m] 

Max 
[m] 

1 -0.412 0.104 -0.593 -0.237 
2 -0.607 0.045 -0.692 -0.554 
3 -0.816 0.032 -0.876 -0.749 
4 -0.894 0.040 -0.947 -0.827 
5 -0.963 0.068 -1.050 -0.817 
6 -0.943 0.063 -1.078 -0.868 
7 -0.943 0.070 -1.070 -0.854 
8 -1.035 0.073 -1.146 -0.944 
9 -1.144 0.045 -1.211 -1.062 
10 -1.220 0.073 -1.371 -1.138 
11 -1.355 0.198 -1.662 -1.135 

 
 
Table 5.3 Results for the VC geoid using Hotine�s integral in the 22x11 grid of the 
differences with respect to Canadian geoid. EGM96 up to degree 360 is used. Downward 
continuation and Helmert�s condensation approach applied to the disturbing potential is 
included. North-south edges have been removed. 

 
 
We can observe, from inspecting Tables 5.2 and 5.3, a small improvement in 

terms of standard deviations over the solution without downward continuation and 
compensation for the masses.  The biases and the minimal and maximum differences are 
improved slightly. In Figure 5.2 a graphic comparison of the height anomaly at flight 
height and the geoid reduced by downward continuation and Helmert�s condensation 
method is presented for some lines. We observe that the downward continued lines with 
Helmert�s correction mostly follow more closely the shape of the Canadian geoid than 
without these corrections. 
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Figure 5.2: Comparison of the VC height anomaly at flight altitude and final VC geoid  
(corrected by downward continuation and Helmert�s condensation) with the Canadian 

geoid 2000. 
 
 
 

5.2.2 Helmert�s condensation method applied to the vertical component of the 
gravity disturbance vector 
 
 The geoid was computed by using Helmert�s condensation method in the 
traditional way. The down component of the gravity disturbance vector was corrected by 
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using equation (2.43). The terrain correction was applied, and the geoid was computed. In 
Table 5.4 statistics for the differences with respect to the Canadian geoid are presented. 
The differences with and without the indirect effect are presented. A low pass filter was 
applied to the indirect effect. 
 
 

Without indirect effect With indirect effect (low pass filtered) 
Line Mean 

[m] 
St dev 
± [m] 

Min 
[m] 

Max 
[m] 

line Mean 
[m] 

St dev 
± [m] 

Min 
[m] 

Max 
[m] 

1 -0.419 0.113 -0.580 -0.189 1 -0.612 0.158 -0.853 -0.303 
2 -0.506 0.039 -0.573 -0.444 2 -0.743 0.079 -0.853 -0.594 
3 -0.645 0.031 -0.710 -0.608 3 -0.894 0.041 -0.944 -0.794 
4 -0.683 0.047 -0.747 -0.610 4 -0.939 0.032 -1.002 -0.888 
5 -0.749 0.088 -0.852 -0.589 5 -1.019 0.099 -1.133 -0.829 
6 -0.720 0.089 -0.871 -0.564 6 -0.981 0.118 -1.129 -0.732 
7 -0.697 0.082 -0.880 -0.592 7 -0.920 0.096 -1.156 -0.791 
8 -0.710 0.076 -0.850 -0.610 8 -0.898 0.090 -1.098 -0.786 
9 -0.807 0.072 -0.898 -0.647 9 -0.968 0.114 -1.122 -0.727 
10 -0.836 0.046 -0.931 -0.765 10 -0.974 0.060 -1.077 -0.862 
11 -0.946 0.204 -1.309 -0.729 11 -1.092 0.221 -1.527 -0.866 

 
Table 5.4: Results for the VC geoid using Hotine�s integral in the 22x11 grid of the 
differences with respect to Canadian geoid. EGM96 up to degree 360 is used. Helmert�s 
condensation approach applied to the gravity disturbances.  Results with and without 
including the indirect effect. North-south edges have been removed. 
 
 

 
From this table we see that the application of Helmert�s correction directly to 

potential provides similar results to those from the traditional method. In fact, we observe 
a slight improvement of the results for the VC geoid using the corrections directly to 
disturbing potential. We can also see that with the inclusion of the indirect effect we get 
worse results.  

 
 
 
 
5.2.3 Geoid estimation using adjusted crossovers for the vertical component. 
 

The geoid was computed again using the VC, but this time the crossover adjusted 
lines are used in Hotine�s integral. The results are presented in Table 5.5. A comparison 
with the full control VC geoid is shown to give an idea of the differences. 
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Full control VC Cross-over adjusted VC 
Line Mean [m] St dev ± 

[m] 
Min 
[m] 

Max 
[m] 

line Mean [m] St dev 
 ± [m] 

Min 
[m] 

Max 
[m] 

1 -0.504 0.225 -0.816 -0.177 1 -0.373 0.250 -0.716 -0.011 
2 -0.658 0.142 -0.847 -0.476 2 -0.487 0.213 -0.806 -0.221 
3 -0.804 0.073 -0.899 -0.681 3 -0.610 0.192 -0.872 -0.328 
4 -0.830 0.053 -0.922 -0.742 4 -0.631 0.190 -0.878 -0.345 
5 -0.863 0.119 -1.012 -0.573 5 -0.684 0.153 -0.851 -0.417 
6 -0.917 0.124 -1.049 -0.624 6 -0.738 0.097 -0.915 -0.571 
7 -0.968 0.125 -1.142 -0.629 7 -0.808 0.116 -1.054 -0.639 
8 -0.979 0.121 -1.176 -0.716 8 -0.893 0.106 -1.097 -0.742 
9 -1.083 0.074 -1.281 -0.947 9 -1.017 0.167 -1.387 -0.745 
10 -1.166 0.172 -1.467 -0.984 10 -1.112 0.238 -1.510 -0.850 
11 -1.190 0.303 -1.614 -0.587 11 -1.131 0.331 -1.584 -0.762 

 
Table 5.5: Results of the differences (30x11 grid) with respect to Canadian geoid for the 
full control and crossover VC. EGM96 up to degree 360 is used. Edge effects are still 
included. 
 
 

In Table 5.5 the same results after removing the north-south edges are presented. 
And as before, 4 points in the north and south ends of the lines are removed from the 
results. 
 

Full control VC Cross-over adjusted VC 
Line Mean 

[m] 
St dev 
± [m] 

Min 
[m] 

Max 
[m] 

Line Mean 
[m] 

St dev 
± [m] 

Min 
[m] 

Max 
[m] 

1 -0.522 0.232 -0.816 -0.177 1 -0.384 0.255 -0.716 -0.011 
2 -0.658 0.126 -0.840 -0.481 2 -0.479 0.186 -0.756 -0.226 
3 -0.812 0.072 -0.899 -0.681 3 -0.608 0.176 -0.864 -0.328 
4 -0.839 0.056 -0.922 -0.742 4 -0.630 0.184 -0.878 -0.345 
5 -0.897 0.086 -1.012 -0.693 5 -0.708 0.146 -0.851 -0.417 
6 -0.945 0.088 -1.049 -0.739 6 -0.757 0.093 -0.915 -0.606 
7 -0.978 0.097 -1.142 -0.837 7 -0.809 0.110 -1.054 -0.639 
8 -0.998 0.09 -1.176 -0.852 8 -0.908 0.108 -1.097 -0.778 
9 -1.064 0.038 -1.147 -0.988 9 -0.997 0.104 -1.223 -0.841 
10 -1.140 0.149 -1.436 -0.984 10 -1.085 0.205 -1.477 -0.879 
11 -1.177 0.302 -1.614 -0.871 11 -1.117 0.327 -1.584 -0.778 

 
 
 

Table 5.6: Results in the 30x11 grid of the differences with respect to Canadian geoid. 
For the VC with full control, and cross-over VC.  EGM96 up to degree 360 is used. Edge 
effects have been removed. 
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As in the previous section, we can observe an improvement in the quality of the 
lines once edges are removed. Again, lines 1 and 11 show the worst results.  We can also 
observe that the crossover solution presents large differences in terms of standard 
deviations, in the order of 10 cm more than full control. 

 
Helmert�s condensation scheme is applied also to these estimates, and the final 

results are presented in Table 5.7 for both the full control and the cross-over solution. 
 

Full control VC Cross-over adjusted VC 
Line Mean 

[m] 
St dev 
± [m] 

Min 
[m] 

Max 
[m] 

Line Mean 
[m] 

St dev 
± [m] 

Min 
[m] 

Max 
[m] 

1 -0.147 0.052 -0.226 -0.064 1 -0.547 0.090 -0.664 -0.370 
2 -0.266 0.061 -0.366 -0.178 2 -0.524 0.103 -0.669 -0.373 
3 -0.274 0.083 -0.413 -0.137 3 -0.618 0.116 -0.804 -0.414 
4 -0.391 0.046 -0.464 -0.295 4 -0.643 0.109 -0.818 -0.483 
5 -0.488 0.028 -0.532 -0.440 5 -0.726 0.107 -0.882 -0.551 
6 -0.604 0.054 -0.678 -0.496 6 -0.761 0.158 -0.981 -0.517 
7 -0.709 0.069 -0.801 -0.600 7 -0.866 0.191 -1.142 -0.624 
8 -0.853 0.033 -0.916 -0.809 8 -1.066 0.149 -1.285 -0.808 
9 -1.045 0.057 -1.160 -0.930 9 -1.234 0.130 -1.468 -1.018 
10 -1.208 0.159 -1.422 -0.981 10 -1.359 0.186 -1.621 -1.088 
11 -1.313 0.202 -1.522 -0.910 11 -1.396 0.218 -1.600 -0.983 

 
Table 5.7: Results in the 30x11 grid of the differences with respect to Canadian geoid. 
For the VC with full control, and cross-over VC.  EGM96 up to degree 360 is used. 
Downward continuation and Helmert�s condensation approach applied to the disturbing 
potential is included. Edge effects have been removed. 
 
 
 
The same situation as before is observed here. The results show some improvement when 
the downward continuation and Helmert�s condensation approach is used. 
 
 
 
5.3 The geoid from the horizontal components of the gravity disturbance vector 
 
 In this section the geoid is computed by the use of the line integral method 
described in section 2.4. Two sets of results are presented. First, the geoid is computed by 
the use of the fully controlled lines with NIMA control for the case of the horizontal 
components (HC), and with full end-point control on the disturbing potential obtained 
from the Canadian geoid. This solution provides the geoid for the case of having full 
control in the area of study. Recognizing that this is not always possible, or not possible 
at all depending on the area of the world where we are implementing this methodology, a 
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second computation is performed with the simulated crossover results for the HC and the 
use of minimal control from the Canadian geoid as will be explained later.  
  
 
5.3.1 The geoid from the horizontal components using total control 
 
 The geoid is computed using the end-matched horizontal components of the 
gravity disturbance vector. The data on the lines are again interpolated onto a 22x11 grid 
and the disturbing potential is computed at flight altitude. These results, being differences 
in potential, are then end-matched to the Canadian geoid for all the lines. Since we 
already match the resulting geoid with the real geoid, we observe that the downward 
continuation does not produce any improvement on the geoid and it is not applied to the 
results. The differences with respect to the Canadian geoid are computed and the results 
are shown in Table 5.8: 
 
 

Line Mean [m] St.dev±[m] Min [m] Max [m] 
1 -0.012 0.045 -0.088 0.066 
2 0.006 0.027 -0.037 0.069 
3 -0.126 0.169 -0.351 0.172 
4 0.038 0.054 -0.049 0.138 
5 -0.129 0.084 -0.237 0.033 
6 0.021 0.055 -0.105 0.082 
7 0.064 0.064 -0.032 0.157 
8 0.026 0.112 -0.165 0.200 
9 0.058 0.046 -0.027 0.146 
10 0.195 0.247 -0.172 0.577 
11 0.279 0.196 -0.006 0.576 

 
 
 Table 5.8: Differences of HC T/γ with the Canadian geoid at flight altitude. Lines are 
end- matched with the Canadian geoid.  
 
 
 

Next, 4 points at the north and south edges are removed from each line. This is 
done not because we expect edge effect in the computations as it happens with the VC 
geoid, but because of the fact that we can expect the end of each line to be still affected 
by residual errors as introduced at each 180° turn of the plane. The results of the 
comparison to the Canadian geoid can be observed in Table 5.9. 
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Line 
 

Mean  
[m] 

St dev 
± [m] 

Min  
[m] 

Max  
[m] 

1 -0.013 0.038 -0.088 0.045 

2 0.005 0.032 -0.037 0.069 

3 -0.202 0.149 -0.351 0.107 

4 0.045 0.061 -0.049 0.138 

5 -0.181 0.044 -0.237 -0.074 

6 0.039 0.044 -0.061 0.082 

7 0.088 0.058 -0.025 0.157 

8 0.048 0.129 -0.165 0.200 

9 0.081 0.031 0.033 0.146 

10 0.291 0.231 -0.115 0.577 

11 0.372 0.160 0.070 0.576 

 
 
Table 5.9: Differences of HC T/γ with the Canadian geoid at flight altitude. Lines are 
end-matched with the Canadian geoid. North and south edges have been removed.  
 
  
 

A comparison with the results coming from the VC geoid (see Table 5.3) shows 
that the relative HC geoid is accurate to the same order of magnitude, with improvement 
over the VC geoid for some lines.  However, the HC geoid is highly dependent on control 
for each line, but does not suffer from edge effects as the VC geoid. In the next section 
the use of minimal control for the HC geoid is introduced. 

 
In Figure No. 5.3, the differences of disturbing potential from HC divided by 

normal gravity compared to the Canadian geoid for both cases, with and without north 
and south edges, is presented. 
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Figure 5.3: Differences in height anomaly from HC and Canadian geoid with (top) and 
without (bottom) north and south edges.  

 
 
 
 
 5.3.2 The geoid from the horizontal components using minimal control             

 
The HC geoid is computed by the use of the simulated crossover-adjusted lines 

with only 4 points as control as explained in the previous chapter. In addition to 
computing the disturbing potential from the north-south lines as done in 5.3.1, the 
disturbing potential was also computed in the east-west directions with the simulated 
crossover-adjusted north and south crossing tracks. Once the disturbing potential is 
computed from the two crossing lines, they are end-matched to the Canadian geoid. All 
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the remaining north-south lines are now end matched to the two crossing lines, in this 
way referring the whole geoid to the four points used as control for the crossing lines. A 
comparison to the Canadian geoid is made and the results can be observed in Table 5.10. 
In Table 5.11 the result with the north-south edges removed are presented. 

 
Line 

 
Mean [m] St dev 

± [m] 
Min [m] Max [m] 

1 -0.013 0.045 -0.087 0.065 
2 0.079 0.070 -0.117 0.159 
3 -0.200 0.143 -0.395 0.070 
4 -0.005 0.079 -0.237 0.085 
5 -0.035 0.114 -0.205 0.214 
6 0.094 0.106 -0.202 0.236 
7 0.178 0.163 -0.142 0.361 
8 0.166 0.198 -0.124 0.425 
9 0.173 0.086 -0.036 0.266 
10 0.316 0.294 -0.135 0.748 
11 0.276 0.199 -0.015 0.574 

 
 
 Table 5.10: Differences of HC T/γ with the Canadian geoid at flight altitude. Lines were 
end-matched with the Canadian geoid.  
 
 
 
 

Line 
 

Mean [m] St dev 
± [m] 

Min [m] Max [m] 

1 -0.013 0.038 -0.087 0.046 
2 0.106 0.032 0.052 0.159 
3 -0.273 0.112 -0.395 -0.072 
4 0.022 0.030 -0.046 0.063 
5 -0.057 0.078 -0.144 0.085 
6 0.145 0.055 0.044 0.236 
7 0.237 0.121 -0.003 0.361 
8 0.218 0.190 -0.124 0.425 
9 0.194 0.063 0.090 0.266 
10 0.444 0.252 -0.027 0.748 
11 0.369 0.162 0.063 0.574 

 
Table 5.11: Differences of HC T/γ with the Canadian geoid at flight altitude. Lines are 
end-matched with the Canadian geoid. North and south edges have been removed.  
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These results are similar in behavior for all the lines to the case of full control. 

Some of the lines present larger errors, but we have to keep in mind that, in addition to 
errors coming from the north-south lines we now introduce errors coming from the 
crossing lines that are used to refer all the lines to the Canadian geoid. The standard 
deviations in this case are in the order of 3 cm to 12 cm for most of the lines. The worst 
case is line 10 with a standard deviation of 25 cm, but this line also shows standard 
deviation of 23 cm for the case of full control. In view of these results, we think we have 
succeeded in showing the procedure to follow when only minimal control exists in the 
area. 

 
 
 

5.4 The geoid from both the horizontal components and the downward component 
of the gravity disturbance vector 

 
 
It might be anticipated that utilization of the full information contained in the 

gravity vector could improve the determination of the geoid. In a first attempt least 
squares collocation is applied which is known to be a useful tool for combining data 
coming from different sources. A local homeogram is determined and used for the 
adjustment. A second approach is also attempted and combines the VC and the HC 
geoids by the use of a wave correlation filter (WCF). The results of these estimation 
experiments are presented next. 

 
 
5.4.1 The geoid by the use of least squares collocation (LSC) 
 
  

The disturbing potential at altitude is computed by combining the three 
components of the gravity disturbance vector. In order to do so, Least Squares 
Collocation (LSC) is implemented, in this case, by the use of the homeogram instead of 
the covariance function as explained at the end of section (3.5). First, a local homeogram, 
by the use of the increments of the disturbing potential according to Geoid99 by NGS (on 
a grid of 2�x2�) with respect to EGM96 was computed in the area of interest. Then an 
isotropic homeogram was obtained by the use of equation (3.20). The value for the 
parameters σ2 and α were empirically determined by visual inspection of the isotropic 
homeogram. The resulting homeogram function to be used in  LSC is shown in Figure 
No. 5.4 and equation (5.1): 
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         a) 

       
b) 

 
 

Figure 5.4: a) Homeogram, and b) fitting curve to the isotropic homeogram 
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with d3=z1+z2, in our case d3=0. 
 
 
The apparent poor fit to the isotropic homeogram is necessary because the 

homeogram for the disturbing potential does not de-correlate fast enough within the area 
considered for its determination, and, anyway, the homeogram for the larger shift 
distance is not well estimated from the limited data. 
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The data used for LSC are the NIMA end-matched vertical and horizontal 
components of the gravity disturbance vector on the 22x11 grid. For the computations we 
first removed modeled components of the gravity disturbances according to EGM96 from 
the observed components. Then the incremental disturbing potential was computed, and 
the modeled disturbing potential according to EGM96 was restored as follows (See 
equation (3.21)):            

                    )χ
~~s

~~
EGM96

T
96EGM y-(ys += ,                                                        (5.2) 

 
where sEGM96 and yEGM96 are the modeled disturbing potential and components of the 
gravity vector respectively, for the area of interest. 

  The data were arranged according to the procedure explained at the beginning of 
section 3.5. The respective homeograms were computed by a subroutine, ptovided by C. 
Jekeli, which computes the elements of the homeogram according to equations (5.1) and 
those given in section 2.5.2.2. For the variances of the noise we assumed the vertical 
component to have a variance of (4 mGal)2 and the horizontal components one of (20 
mGal)2, without correlations. These values were assigned according to the observed 
accuracies with respect to NIMA control see Tables (4.4 to 4.6). 

 The results of the predicted disturbing potential at flight altitude scaled by 1/γ are 
compared to the Canadian geoid. Statistics for these differences, with the north-south 
edges removed, are shown in Table 5.12: 
 
 

Line Mean 
[m] 

St dev 
± [m] 

Min 
[m] 

Max 
[m] 

1 -0.632 0.185 -0.918 -0.289 
2 -0.843 0.147 -1.048 -0.583 
3 -0.998 0.082 -1.111 -0.842 
4 -1.095 0.064 -1.174 -0.977 
5 -1.192 0.030 -1.233 -1.120 
6 -1.216 0.032 -1.279 -1.150 
7 -1.230 0.039 -1.273 -1.133 
8 -1.249 0.036 -1.302 -1.181 
9 -1.261 0.036 -1.313 -1.165 
10 -1.248 0.038 -1.316 -1.199 
11 -1.259 0.232 -1.657 -1.023 

 
 
Table 5.12: Differences of the LSC 3C T/γ with respect to the Canadian geoid, at flight 
height. North-south edges have been removed  

 
 

 If we compare these results to those coming from the VC computations (see Table 
5.2), they show an improvement for some lines, in terms of standard deviations. Compare 
lines 5 to 10 where the results from LSC are better than those from the Hotine�s integral.  
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We also computed the disturbing potential by LSC but using only the vertical component, 
and in Table 5.13 statistics are given for the differences with respect to the Canadian 
geoid, with the same noise as before (4 mGal)2. 

 
 

Line Mean 
[m] 

St dev 
± [m] 

Min 
[m] 

Max 
[m] 

1 -0.408 0.060 -0.504 -0.277 
2 -0.530 0.058 -0.614 0.422 
3 -0.634 0.024 -0.674 -0.580 
4 -0.699 0.019 -0.733 -0.670 
5 -0.787 0.031 -0.829 -0.731 
6 -0.814 0.038 -0.871 -0.730 
7 -0.843 0.056 -0.935 -0.739 
8 -0.889 0.059 -0.975 -0.804 
9 -0.921 0.054 -0.994 -0.799 
10 -0.952 0.038 -1.009 -0.884 
11 -1.036 0.097 -1.194 -0.912 

 
 
Table 5.13: Differences of the LSC VC T/γ with respect to the Canadian geoid, at flight 
height. North-south edges have been removed.  

 
 
We can observe that the estimates coming from only the vertical component are 

better than when including the three components for almost all lines, in terms of standard 
deviations. Exceptions are lines 7,8, and 9 where the results coming from the 
combination of the three components are better, and lines 5 and 10 with similar results for 
both cases. These results can be attributed to the fact that the horizontal components of 
the gravity disturbance vector are not as well determined as the vertical component. By 
improving the quality of the horizontal components we may expect for better results 
when combining the three components. 

On the other hand, the results form LSC with the vertical component are better 
than those coming from the use of VC by Hotine�s integral (compare Table 5.13 to 5.2). 
This suggests that the homeogram model reflects appropriately the correlation between 
the disturbing potential and the vertical component. 
 
 
                 
5.4.2 The geoid by the use of a wave correlation filter (WCF) 
 
 
 

In an attempt to improve the geoid determination, the HC geoid is combined with 
the VC geoid by wave-correlating the estimates of both. The WCF compares two signals 
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of the same object in the frequency domain. Those spectral components that are highly 
correlated at a particular frequency are retained, while those that are not correlated are 
eliminated. For the estimated geoids at hand, the result is the removal of low frequency 
trends of the signals. The wave correlation coefficient for two signals x and y is 
computed as (Von Frese et al., 1997): 
             

                                  
kk

kk
kk YX

YX)θcos(∆CC •==                                                          (5.2) 

 
where Xk and Yk are the corresponding spectral components for x and y at a particular 
wave number k. These components at a particular wavenumber are regarded as vectors in 
the complex plane. CCk is the wave correlation coefficient at a particular wave number k, 
and ∆θk is the phase difference between the spectral components Xk and Yk .  

 
 
The practical computation of the phase difference can also be done according to: 
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where Im( ) stands for the imaginary part of the argument inside the brackets, and Re( ) 
for the real part. 
 
 
 In order to combine the geoid estimates coming from VC and the HC, the 
procedure described above was implemented. For this experiment, the crossover-adjusted 
geoid for the VC was interpolated into a 22x11 grid. This geoid estimate was wave 
correlated to the minimal control HC geoid  (see section 5.3.2) as follows: Every line on 
each geoid estimate was wave correlated, and at those frequencies showing negative 
spectral correlation the spectral components were forced to be zero. New geoid estimates 
are computed in the space domain form the revised spectra, and the final geoid is 
computed by averaging both wave-correlated geoids. A special case was line 3. The final 
geoid was a constant centered at the averaged mean of both VC and HC geoid estimates. 
This means that for line 3 there was no positive correlation at any frequency. In this case, 
a weighted average of both lines was computed by assigning a larger weight to the VC 
geoid. This was done since the vertical components of the gravity disturbance vector are 
better determined than the horizontal components. The results of the comparison with 
respect to the Canadian geoid can be observed in Tables 5.14 and 5.15. In Figure 5.5 a 
graphical comparison with the Canadian geoid is shown for some lines. 
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 Line Mean [m] St dev± [m] Min [m] Max [m] 

1 -0.204 0.134 -0.394 0.025 
2 -0.201 0.065 -0.308 -0.088 
3 -0.507 0.120 -0.638 -0.305 
4 -0.322 0.065 -0.428 -0.224 
5 -0.379 0.046 -0.445 -0.279 
6 -0.333 0.043 -0.414 -0.262 
7 -0.311 0.073 -0.424 -0.224 
8 -0.369 0.092 -0.491 -0.211 
9 -0.407 0.026 -0.452 -0.358 
10 -0.373 0.145 -0.675 -0.129 
11 -0.414 0.242 -0.791 -0.121 

 
 
Table 5.14: Differences of the 3C WCF correlated T/γ with the Canadian geoid.  
 
 
 
 

Line Mean [m] St dev± [m] Min [m] Max [m] 

1 -0.213 0.088 -0.371 -0.032 
2 -0.186 0.060 -0.276 -0.088 
3 -0.523 0.103 -0.638 -0.315 
4 -0.322 0.076 -0.428 -0.224 
5 -0.407 0.023 -0.445 -0.357 
6 -0.309 0.029 -0.368 -0.262 
7 -0.273 0.050 -0.388 -0.224 
8 -0.325 0.084 -0.474 -0.211 
9 -0.397 0.023 -0.439 -0.358 
10 -0.287 0.095 -0.460 -0.129 
11 -0.345 0.212 -0.739 -0.121 

 
 
Table 5.15:  Differences of the 3C WCF T/γ with the Canadian geoid. North-south effects 
removed. 
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Figure 5.5: Comparison of the WCF 3C geoid to the Canadian geoid 

 
 
 These results show improvement for almost all lines when compared to the 
resulting geoid from crossover VC on a 22x11 grid.  For the case of the HC some lines 
show improvement, mainly those lines in the central area, implying that edge effects 
coming from the computations of the VC affect the results. A comparison of the 
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accuracies of the WCF, the crossover VC geoid, and the HC with minimal control with 
respect to the Canadian geoid are shown in Table 5.16. The north and south edges have 
been removed before the comparison.   
 
 

WCF crossover Hotine�s 
22x11  

Line integral 
min control 

Line St dev  
± [m] 

Extrema 
[m] 

St dev  
± [m] 

Extrema 
[m] 

St dev  
± [m] 

Extrema 
[m] 

1 0.088 -0.371 0.170 -0.655 0.038 -0.087 

2 0.060 -0.276 0.133 -0.660 0.032 -0.117 
3 0.103 -0.638 0.116 -0.791 0.112 -0.395 
4 0.076 -0.428 0.105 -0.844 0.030 -0.237 
5 0.023 -0.445 0.070 -0.848 0.078 0.214 
6 0.029 -0.368 0.050 -8.480 0.055 0.236 
7 0.050 -0.388 0.059 -0.878 0.121 0.361 
8 0.084 -0.474 0.075 -1.054 0.190 0.425 
9 0.023 -0.439 0.055 -1.076 0.063 0.266 
10 0.095 -0.460 0.104 -1.233 0.252 0.748 
11 0.212 -0.739 0.267 -1.540 0.162 0.574 

 
 
Table 5.16:  Accuracies of the 3C WCF, VC and HC geoids with respect to the Canadian 

geoid. North-south effects have been removed. 
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CHAPTER 6 
 

CONCLUSION AND RECOMMENDATIONS 
 
  
 In this study the use of the different components of the gravity disturbance vector 
has been implemented for the determination of the geoid. For obtaining the three 
components, the method developed by Jekeli and Kwon (2001) has been used. The 
application of this method provides directly the three components of the gravity vector in 
an inertial frame; and by rotating these components to a local frame, we are able to use it 
for geoid computation with a variety of methods. In addition to the computed disturbing 
potential at flight height, the downward continuation to the terrain by the use of Poisson�s 
iterative formula was implemented. Furthermore, Helmert�s condensation method, 
following the traditional approach (Wang and Rapp, 1990), for the computation of the 
direct and indirect effects on the potential, due to the removal and restoration of the 
topography is applied. The respective relation for the computation of the net effect on the 
potential is derived.  
 The down component of the gravity disturbance vector, as well as the horizontal 
components were determined from airborne test data provided by the University of 
Calgary. The accuracy of the down components when compared to control data provided 
by NIMA is, in general, twice as good as for the horizontal components. Moreover the 
components are noticeably affected by the dynamics of the airplane, exhibiting large 
oscillations when it turns 180° to begin a new track. In this study we were not able to find 
a solution to this problem, and more research is needed in this direction. The down 
component, on the other hand, is not affected drastically by the turns and in general, the 
accuracy is in the 4 mGal range.  
 One problem we face when working with real data is the lack of control. What 
should we do if in an area of interest there is a lack of benchmarks and no information 
about the deflections of the vertical? At least, every country has a vertical reference 
network, even when the degree of densification is poor, some control can be established. 
Scarce information about deflections of the vertical is also available, kept by national 
cartographic or geographic institutes. This information can be valuable for controlling the 
data collected by airborne gravimetry. This is why it is important to study the crossover 
adjustment of the observations by the use of minimal control. Before an airborne 
campaign is carried out, good planning considering the location of the existing control 
has to be done. We performed crossover adjustment for the down component, keeping in 
mind the necessity of minimal control. Even when the results are not better than those 
coming from fully controlled lines, the results are encouraging and within the expected 
accuracies for this type of observation. We feel that, the better the observations are 
determined, the better the results from the crossover adjustment will be. The use of a 
crossover adjustment for the horizontal components has to be envisioned in the future, 
and efforts should be made to improve the accuracies for these components and to 
eliminate the large oscillations at the turns of the airplane.  

For the downward continuation of the disturbing potential we observe that 
Poisson�s integral iterative solution performs better than the gradient method in terms of 
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standard deviations.  Mean differences on the order of 1 cm with standard deviations of 2 
cm in terms of geoid undulations can be observed in the simulations when using this 
method. Therefore, the iterative solution was used and it is recommended for the 
determination of the disturbing potential at terrain and boundary surface level.  
 An improvement in the local geoid determination was noticed when the 
downward continuation was performed, but complemented by the application of 
Helmert�s condensation approach directly to the disturbing potential. The downward 
continuation of the effect of the topography on the potential, D(-δVTopo(P)) in equation 
(2.51), was neglected since its application did not improve the results of the final geoid. 
The results of applying Helmert�s correction directly to the disturbing potential are 
comparable with those of the traditional method, where Helmert�s correction is applied to 
the down component of the gravity disturbance vector. 

Regarding the method of computing the geoid by the use of different gravity 
components, the VC geoid by using Hotine�s integral appears to provide the best results, 
with accuracies on the order of 4 to 12 cm.  These are good results if we consider the 
accuracy of the down component of the gravity disturbance vector. The geoid from 
crossover-adjusted data shows accuracies on the order of 10 to 15 cm. These results can 
be enhanced by improving the determination of the gravity disturbance components, 
especially for the crossing lines. On the other hand the HC geoid provides similar results 
to those coming from the VC geoid, the former relies on control points for the final geoid, 
but is not affected by edge effects as much as the VC geoid. If we turn now to the 
determination of the geoid by the integration of the three components via LSC, we notice 
improved results for about half of the lines when compared to the results from the vertical 
component by the use of Hotine�s integral. Comparing the 3C-LSC to the results for the 
line integral, LSC provides in general better results than those from the HC results. On 
the other hand, the results from LSC using only the vertical component are better than 
those coming from the use of Hotine�s integral. Applying LSC to all three components of 
the gravity disturbance vector should be superior to all other methods provided the 
quality of the estimates for the horizontal components is improved, and the covariance 
model is adequate. Alternatively, for the available data, the combination of the VC and 
HC geoid estimates by the use of a wave correlation filter shows some promising results 
for improving the geoid. The accuracies are comparable to those from the VC geoid, but 
are improved for some of the lines. We think that the determination of the geoid by the 
use of this methodology could be further improved if we are able to measure the 
horizontal components of the gravity vector at least as accurately as the vertical 
component.  
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