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ABSTRACT

A range network is defined to consist of ground stations and targets where
only distances between the two sets of points are observed. Such a network
is said to be fundamental when only those six constraints are used which are
needed to define the coordinate system for an adjustment. In some cases
when ground stations and/or targets have certain configurations, a unique
adjustment in terms of coordinates may be impossible, even when the number
of observations is sufficient and the coordinate system is uniquely defined.
Such configurations are said to be critical,

In this study, critical configurations are investigated in two separate
chapters. The first deals with ground stations lying all in a plane and the
second deals with ground stations generally distributed. The two kinds of
problems require different mathematical treatment and lead to quite different
conclusions.

A typical critical configuration when all ground stations are in a plane
arises when they all lie on one second order curve. When ground stations are
generally distributed a typical éritical configuration may be represented by
all points of a network (ground stations and targets) lying on one secorid order
surface. If these and some other more complex distributions of poin’ts are

avoided, an adjustment of range networks yields a unique solution.
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1., TREATMENT OF RANGE OBSERVATIONS
WITH ALL GROUND STATIONS IN PLANE

1.1 Introduction

The goal of the present study is to investigate the possibility to use the
range observations between a set of ground stations and a set of targets (satel-
lite points) which together are said to form a range network. As in most
geodetic adjustments, the mathematical model for range observations is treated
in a linearized form. The adjustment procedure applied to this model is the
least squares method.

The only constraints necessary in range networks are the ones needed for
defining the coordinate system; three to define its position and three to define
its orientation, i.e., six constraints. Range ob/servations being invariant
with respect to the coordinate system, they do not offer information about it;

thus, when an adjustment is performed in terms of coordinates a certain

coordinate system has to be defined. Any coordinate system thus defined
yields theoretically the same adjusted values of distances. In the theoretical
part of this investigation, a coordinate system is chosen such that the first
ground station is at its origin, the second one on its x axis and the third one
in its xy plane. For practical computations, that coordinate system may be .
the most advantageous which renders the trace of the variance-covariance
matrix for the coordinates of all or certain selected points a minimum. The
constraints defining the coordinate system in this manner are called inner
adjustment constraints. The idea of using inner adjustment constraints was
first presented (13 1, then in [14 Tand [15 ], and recently in [1], Annex F
and in [9 ]. The problem of inner adjustment constraints is treated in great
detail in [16 1. Their application in connection with an actual adjustment

appeared in 2 Y and in [3 7.




When only six coordinate-system-defining constraints are used, the net-
work is said to be fundamental. In this study, only fundamental networks are
investigated.

The type of observations considered in such networks are ranges from
ground stations to satellite points. No further distances or any other type of
measurements are used. In certain cases when ground stations and/or targets
are situated in special configurations, a unique adjustment is impossible even
if the number of observations is sufficient. Such critical configurations resu1t1
in singular solutions and their investigation is the subject of this work. |

In this chapter, the ground stations are considered to be in one plane. In 1
sections 1.2 and 1, 3, three ground stations are considered to observe ranges
to all the satellite points. In section 1.4, the principle of replacing of stations
is introduced, which allows to use the derivations made in previous sections

for a more general case, when not all satellite positions are observed by three

stations. This leads to a case known in practice as "leapfrogging'’.

The basic idea used in treating the networks where the ground stations ar
approximately in one plane is to stipulate that theoretically all ground stations

are exactly in the plane and to find the critical loci of the points in the network i

the condition of coplanarity is only approximately fulfilled) follows from the
fact that conditions leading to singularity in theory lead to near-singularity
in practice. Examples of the correspondence between such theoretical and
practical configuration-conditions are the following:
(a) Targets on a straight line in theory correspond to
satellite positions on a relatively short pass in practice.
(b) Ground stations lying on a second order (plane) curve in
theory correspond in practice to ground stations in projection
on the (best fitting) plane lying on or near a second order

curve,
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(c) A satellite group lying theoretically in a plane

corresponds in practice to short satellite passes of

approximately the same altitude above the ground net-

work. This situation can arise when the same satellite

is observed on different passes. The plane fitted to

such targets is approximately parallel to the plane

fitted to the ground stations.

The main outcome of this investigation will be the detection of singularity

for the theoretical cases and the establishment of rules to avoid it. This is
equivalent to having range measurements alone as a working observational

mode for fundamental range networks with ground stations lying in or near

a plane,

1.2 Basic Principle to Detect Singularity When Using Range

Observational Mode with Three Ground Stations Observing All Targets

First a coordinate system will be defined, in which a cluster of pbints
1 be adjusted so as to yield the relative position of all its points. Whenever
ra observations are used, the least squares adjustment will be applied. When
s relative position with the same adjusted ranges is unique or not unique, the
blem is said to be non-singular or singular respectively. For the sake of
iplicity in the derivations (range observations are invariant with respect to
coordinate system), the origin of the coordinate system will be chosen to
lcide with one ground station, the x axis will pass through another, and
Xy plane will contain a thifd ground station, These wil] also be the three
tions observing all the satellite points and will be numbered for all
derivations and discussions as 1, 2, and 3,respectively. The six con-
ints defining this coordinate system, called LOCAL COORDINATE
TEM are the only constraints to be used and thus such cluster of points

stitutes a fundamental network, The points 1, 2, and 3 before the adjustment




in the above coordinate system have the coordinates (0, 0, 0), (xg, 0,0), (x3, yg,;
and after the adjustment the coordinates (0,0, 0), (%3, 0,0), (X3, Y=, 0) ’
respectively (in order that x y plane of the local coordinate system be well
defined, ys # 0 has to hold; similarly for x axis xz #0).

Considering = x°+ds, ¥ = y*+dy, 2 = z° + dz, the above

definition of the coordinate system corresponds to six constraints for the

parameters, namely:

dx, = 0, dyp =0, dzy =0 ; dye =0, dzz = 0; dzs = 0.  (L.2-1)%

In the following, the coordinates of the ground stations will be denoted
by small letters and those of the satellite points by capital letters, as
well as the corresponding corrections; thus dx;, dy;, dzi, denote correctioggg
to the ith station and dX;, dY,;, dZ,, denote corrections to the jth satellite

Next, the observation equations for the least squares adjustment will be formed§ ;
Let ai,, al;, af,, denote directional cosines of the line connecting statio '
"i" with satellite 'j" with respect té the x, y, z axes of the local coordinat§
system. With vy, denoting the residual to LJ , observed distance between
i and j, where L + wvy = Lij (adjusted distance), the observation

equation for the distance i ~j is of the form
vy =& (dXy - dxi) +a)y (Y, - dys) +afy (dZy - dzi) + Ly, (1.2-2)

Here Ly = L13° - Li‘j where Lif is the distance i-j computed frorﬁ
preliminary (approximate) coordinates.

In matrix form, the observation equations are written as (writing X

vector instead of dX):

]

AX + L
> 4.

\Y%
1* = L

From the least squares adjustment it is obtained




X = - (A'PA)™ (ATPL).

positive definite P matrix contains weights of the observed quantities;
when the observations are uncorrelated and of equal precision (i.e., coming

from the same population of random errors), then P = I (identity matrix)

can be used; this will be assumed throughout in this study.

The problem will then be singular if for the same set of I* or V
there are different solution sets X possible, or, which is the same, the
solution vector X (and thus the relative position of the cluster points)
corresponding to the same residual vector V is not unique.

Otherwise the problem is non-singular. If X denotes one solution,
X any other solution and if oX =X - X , then 00X = 0 as the only

possibility characterizes a non-singular problem.

Suppose
vV = AX + L,
V = AX + L
then .
AX - X) =0,

or ‘
A1) 6 (1-273)

where o 2u; 0 is the number of all observations, while u = 3 yx (number of all
points). - 6, i.e., the mumber of all unknown parameters,

Whenever extra observations are used, o>u and A is not a
square matrix.

Matrix equation (1.2-3) represents a homogenous system of '"o"
equations in the "u'" inknowns, which has always a solution, namely the
trivial solution, If rank A =u, then only the trivial solution of (1.2-3) is
possible and thus the problem is non-singular. Correspondingly, such A

axu)
matrix will be called here '"mon-singular A", On the other hand, if rank A<u,




the non-trivial solution of (1.2-3) also exists and the problem is

singular, with A matrix being called "singular A". Thus, in the following

(oxu

study, the column space of A will be dealt with.

Now from (1.2-3) it can be written for a typical row:
aly (3X;-3x) +aly Yy~ dy1) + aiy 0%y -3z1) =0 (1. 2-4a)

or, using vector notation

In this notation

a’{fi | 0X, x4
nyy = a{d I ) aXJ = aYJ ’ 0%y = 5y1 } (1. 2""4(3)
ai"_’ aZJ ’ - aZj_

where, using preliminary coordinates,

Xy - % Y, - Zy - 2 )
a.ix‘1 - i , 3.31'3 — _.L_.__.X!-_ , ajd = PR S (1. 2"'4:d2
Sy S1y ‘ 51y
with
1
sy = [(Xj-x)%+ (Y,-y)°+ (ZJ—Zi)EJ
and where

&
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and consequently, using (1.2-1) and (1.2-4e), that
axl = 0, ayl = 0, azl = O; ay;g = O, aZz = O; aZa = 0. (1.2'5b)

An example of a coefficient matrix A of observation equations such as used
in (1.2-3) is given in Table (1, 2-1);there only the necessary number of observa-
tions is present, i.e., 0= u. The notation

ny = [a] aj) afj ]’
represents the unit vector in the i-j direction; it was first introduced in (1. 2-4c).
The number of ground stations used in this example is seven and the correspond-‘
ing necessary number of targets (satellite points) is fifteen. The stations observ-
ing all the targets are numbered as 1,2,3; the stations denoted as 7,5, 6 observe
four targets each; these targets are numbered as hi-Jia Jo1 - jza and ja - jaq,
respectively. Station 4 in this particular example is assumed to observe targets
Ja1s Jaz, and j.3. The coordinate system is defined as before, so that (1.2-5b)
is fulfilled. In the headings of Table (1. 2-1), 3%p, 3%, and dys pertain to the x
coordinate of station 2, x coordinate of station 3, and y coordinate of station 3
respectively., The notation ogr; is designed to represent three columns for
station i, i, e., OXy, 9y, and dz; the same holds also for aXJmn with respect to
the satellite point jupe If more than a necessary number of observations were
used, the table would be expanded in an analogous manner: for each new station
a three column block ogr, and for each new target a new three column block 3X -
Would be added; for new observations between existing stations and targets, rows
in the corresponding row block "From i" would be added.

The satellite parameters will be now eliminated using stations 1, 2, 3
for which the relation (1.2-5b) holds. Since 1,2,3 observe all the satellites,
the following equations will hold for any satellite point j :

izl...&ﬁbXJ*‘ﬁ{J aYJ+a:JaZJ=O, (12“'63)
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i=2... a3,(3%X, - dxg) + aby dYy + agy 3%y = 0, (1. 2-6b)

i=8... a§;(3X,; -~ 3%e) + 25, (dY, - dya) + 83; 0%y = 0= (1. 2-6c)

Simplifications x,= y,= 2, =0, ¥2=22=0, Z3=10 due to the
chosen coordinate system yield in (1. 2-63):

1

=7 (X 3%y + Yy 0 Yy). (1.2-72) &

3%,

Upon multiplication by s,y and sy of (1.2-62a) and (1. 2-6b) and taking the

difference, it follows:

dx
= (o - X 22
0Xy = (X2 = Xy) % (1.2-7b)

Similarly for (1.2-6a) and (1.2-6c) it is obtained:

3x 3x | 3 :
3Y, = 22 (x, - X,) 2B + (x5 - X,) =22 + -y, L2, SR
3 Va (X2 1) o (s - Xy) Ya (ys - Yy) Vs (1.2-T9
In these equations it is necessary that i 1
X2 # 0, y3 #0, Z; # 0 for any j. (1.2-8) !

The first two relations were already used in the definition of the coordinate 2=
system; the last one means that the following derivations will hold only if =5
no satellite is in the plane of the ground stations 1, 2, and 3. Otherwise such
a point could not be determined from stations 1,2, and 3, even if these were gz
all known; in the linearized form, the point could freely move in the directio
perpendicular to the plane of stations 1, 2, and 3. Upon plugging the expres

sions (1.2-7b) and (1.2-7c) into (1.2-7a), it is obtained:

_ 1 Xz, OX Y dx% Y d
3%y = g (k2= Xy Xy - Yy 7Y - 'Z'j'<Xs-Xa)'§,f - -Z'j'(Ya-YJ) ‘f
(1. 2-7a")

12
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The relations (1.2-7a’), (1.2-7b) and (1.2-7c) express the variation of satellite
0 9
parameters in terms of _8%3_{3_’ __Y& , and -;Yé » and thus make possible their
2 3 3
elimination in (1. 2-4a) for an arbitrary station i. After multiplying (1. 2-4aq) by

Sy, then by (-Z,) and carrying out some algebraic operation, the following relation

is obtained for anyj :

Zy(Xy = %)%y + Zy(Yy = y)dyy + Zy(Zy - 24) D2y =

d Xz d¥a
(2:Yy = ¥1Zy) (Xy - Xg) qu T (Z1Yy =~ i Z)(y - ya) Vs + (1. 2-9)
3

dx
- X3 -7 - X3 ] X, - x —22 0.
[z4(Xy - Y, Ys) Xy~ yy yg) 1 2) =

Similar approach was used in [1], Annex A andin [10] with these two main dif-
ferences: first, only four ground stations, forming the ground network observing
simultaneously were considered, and second, only six satellite points were
used, which means that no extra observations were considered in that derivation,
The result (1.2-9) for all stations i can be written in a matrix form as
Ad3X=0. (1.2-10)

Kmatrix is presented in Table (1.2-2). It is of dimension (?)Jx Tf)

where

0=0-3x (number of all satellite points)
and

=

= U~ 3x (number of all satellite points),

What was said for the matrix A and X of (1.2-3) applies also for the
matrix A and 3X of (1.2-10). In particular, when dealing with "non-singular A,

only trivial solutionfor 3X is possible to fulfill (1.2-10).

The expression AdX = 0 (pertaining to ground stations) together with
%o

dX* = g 0X3 | where s denotes any satellite point and S is the corresponding
OYs

13
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(3x3) matrix obtained from (1.2-7b), (1.2-7c), and (1.2-7a’) were derived from the

equation AoX=0. Therefore, any 3X =[—:§_qulfilling this equation will alsoyield AdX =0,

Thus whenever dX # 0 fulfills AdX = 0, it must also hold that 3X # 0, sincedX =0
0Xg _

would imply that [’ax3 = 0 and consequently 3X’ = 0 using (1.2-7a’) to (1.2-7c)
Laya

for each j; this, Vhowe;er, would be a contradiction to 3X # 0. Thus 30X # 0,

fulfilling A3X = 0 implies X # 0, fulfilling A3X = 0. Conversely, whenever

yX # 0 fulfils AdX = 0, it must also hold that 39X # 0 fulfils A3X = 0, since axX

is a subset of 0X. Clearly, trivial solution for 3% corresponds to trivial solution

‘or dX (due to 3X* = 0), and trivial solution for 3X corresponds to trivial solution

‘or a}“{'(afiis a subset of 3X). It can be concluded that whenever A is

singular or non-singular, its corresponding A is also singular or non-singular,
Jonsequently investigations pertaining to the column space of A will be used rather
han dealing with the column space of A. * v

It is noteworthy that in Table (1.2-1) the satellites observed from stations
49,...1 (together with the stations 1, 2, 3) may or may not be the same. For
hat reason they were denoted as j,j’, J. Neither does thveir number in different
roups have to be the same, It can be observed that when the mentioned satellite
oints are the same in all the groups, it is the case when all ground stations are
bserving simultaneously. When none of the satellites in different groups are the
ame, it is the case when only four ground stations observe simultaneously (stations 1,

3, and i, for instance). This occurs in practice with SECOR observations.

* This can also be illustrated by the following argument: If A3X = 0
vhich followed from A3X = 0) has 3X = 0 as the only possible solution, then all
1€ ground stations are uniquely determined. But every satellite point was observed
‘om stations 1,2, 3, and did not lie in a plane with them. Thus these three stations
lone (uniquely determined) would be sufficient for the unique determination of all

t¢ satellites, which would then mean that the whole cluster of points is uniquely
stermined.
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1.3 Range Observational Mode Investigations
with Observing Stations in Plane

The use of range observations when the observing ground stations lie exactly
in a plane is possible whenever A matrix is non-singular with the z«coordina{
of all ground stations equal to zero. First,it is necessary to plug for local
coordinates: z, = zs= ... =z; =0 in the expression for A matrix as seen in
Table (1.2-2). Since the equivalence opera’c’ions do not alter the rank of a
matrix, it is now possible to divide a row pertaining to jth satellite by

Z,; # 0, for all j. Further, each of the last three columns will be multiplied
by -1. Finally, if all the columns are identified by their headings in Table

(1.2-2), these further equivalence operations will be performed:

axs/Y:a - BXS/Y3”Y4 00Xy ~¥5 0Xs = ... ~¥y d Xy,
dYa/Ys —» 3Ya/¥3 - Y3 0Ysa - Y5 O¥s ~ ... -¥1 Yy,

X X '
dXz/Xa-> dXo/Xg = (Xg=Ya —2) 3Ky - (Xs=Ys —2) dXs -. .. —(xi—yi—}sa) d Xy
Ya NE Ya

The resulting matrix, whose rank is the same as that of K, is denoted as & an
its form is shown in Table (1. 3-1).

If only one quad of stations is observing, e.g. quad consisting of statio
1;2, 3,1, all in a plane, then only "station i'" submatrix of & is to be considered:
It is seen that no more than four columns of this submatrix are independent. 71‘_9
avoid singularity two more coordinates (out of three: xs, X3, ys) would have to_
be held fixed. If in addition all the satellite points for this quad were lying in’
one plane parallel to the plane of ground stations (which could be approximatel
fulfilled in practice when the same satellite is observed when passing above the:
ground stations), no more than three columns of the submatrix could be indepen:
dent, The columns d2;, 3Xa/¥s, O ¥a/Va, d Xa/%Xs would be all constant. To
avoid singularity in this case three more coordinates (out of four: z,, Xs, Xa, J;
would have to be fixed. An example for avoiding singularity in this case coul

be holding of nine coordinate fixed such that the stations 1,2, 3 would be com~
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pletely fixed.

From the above illustrations it is immediately clear that four
ground stations lying in a plane and observing only ranges to satellites can
never form a fundamental network, no matter how many satellite points are
used and what is their distribution. The fact that this particular case (four
ground stations lying in a plane) is singular was also shown in [1], Annex A
and in [107, where only six satellite points were considered.

When more than five ground stations observe ranges to satellites
the system does not have to be singular even if all the stations lie in a plane
as being investigated in this section. The singularity when it does occur can
be conveniently divided into three categories.

1. Matrix X is singular if any block of three consecutive columns

minus the last three columns to be singular. This type of singularity will be
called singularity A). )

2. Matrix & is singular if the block consisting of the last three
columns is singular. This ‘type of singularity will be called singularity B).

3. Matrix X is singular if all its columns together are linearly

dependent, in absence of singularity A) or B). This singularity, involving the
last three columns together with the other columns of & will be called global

singularity or singularity C).

1.31 Singularity A)

Three column block for any station (4,5,...1) is singular, i.e. its
rank is less than three, if the determinant of any (3 x 3) submatrix of this
block is equal to zero. Let (X,,Y,,Z,), (Xz, Y2, Z2), (X,Y,Z) denote the
coordinates of the first, second, and any further satellite point respectively
observed by a particular ground station, and(x,y,z = 0) the coordinates of

this ground station. Then for singularity A) it holds
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Xl"x Y}_"y Zl
Xs-%X Ya-y Za| = 0. (1.3-1)
X -x Y -y Z

This equation represents a surface of the first order in (X,Y,Z), aplane. The
plane passes through satellites 1,2, and the ground station as it is seen by
plugging the coordinates of the above mentioned points for (X, Y, Z). Obvidusly,
any such three column block is always singular if less than three distinct
satellite points are observed by any ground station. From the above derivation
(it follows that such a block may be singular even when more than three satellite
points are present, namely, when they all lie in one plane. This can be also
easily illustrated geometrically. Even if all the targets observed by certain
station i and lying in one plane with it were known, this station could not be
determined from them. In the linearized from, it could freely move in the
direction perpendicular to the plane of the targets. An illustration of this con-
figuratioq is presented in Figure 1.

In Appendix 2, Best Fitting Plane, a procedure is outlined in order to
determine effectively how a set of given points is close to a plane, which could
serve to detect the above singularity. The coordinates of a ground station and
of respective satellite points are used to fit a plane by the least squares method
to these points; subsequently, an average distance of these points from the

plane is computed.

1.32 Singularity B)

1.321 General Considerations

The last three column block in X matrix is singulav, i.e. its
rank is less than three, if the determinant of any (3 x 3) submatrix of this
block is equal to zevo; a condition, similar to that for singularity A). Here
again, such two rows that are linearly independent in the three column block
may be held fixed and any row other than these two rows may gradually occupy

the third row's position, thus creating (3 x 3) submatrices. If the determinénts
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Figure 1

ILLUSTRATION OF SINGULARITY A): Station i is in the plane of its
observed targets.
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computed for these (3 x 3) submatrices ér‘e all zeroes, then the determinants
of all (3 x 3) submatrices are zero since any row is contained in the row
space of the chosen two rows and so the row space or column space of the
above three column block is two (if all the rows were multiples of each other
then the row or column space of the block would be one).

From Table (1.3-1) it is seen that in the last three columns all the rows
pertaining to one ground station (other than 1,2, 3) are the same. Thus the deter-
minant of a (3 x 3) submatrix is zero whenever any two rows belonging to the
same ground station are used to form such submatrix. In a network consisting
of four ground stations in a plane all three rows in any such submatrix are the
same and in a network consisting of five ground stations in a plane at least two
of the three rows in any such submatrix are the same. Thus not only with four,
but also with five ground stations lying in a plane the problem is always singular,.
namely singularity B) occurs.

Having more than five ground stations, all in one plane, singularity B)
occurs only as a special case which will be treated now. First, one row belong-
ing to station 4 and one vow belonging to station 5 will be chosen to be the
two fixed rows when forming the (3 x 3) submatrices in the last three column
block, whose determinants will be examined. The third row will be gradually
taken asbeing the row belonging to any ground station beyond 4 and 5. If the
determinants of all such submatrices are zervo then singularity B) is taking place,

in which case it holds that

Va (Xa—X3) Va(Ya—Y3) (X4~Ya —;:) (X4—X2)
ys(xs-%a)  Ys(Ys~Ya) <xS-y5'—’—y‘§> (Xs=%z) | = 0 (1.3-2)

Yy (X -Xa) y (Y -¥a) (x -y %:‘) (X -Xg)
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where (X, y) are the coordinates of any ground station beyond 4 and 5, the z

coordinates of all the stations being zero.

It can be seen that (1. 3-2) represents an equation of a second order

curve in xy plane. The curve passes through the ground stations 1, 2, 3, 4, 5,
since when plugging for (x,y) any of (0,0), (xz,0), (X3, ¥a), (Xa,¥a), (Xs,¥s),
the equation (1.3-2) is satisfied (in the first three cases the third row of the
determinant in (1.3-2) contains zeroes and in the last two cases this row is
equal to the first and second row respéctively).
In the above, the assumption was made that there existed two rows in

(1. 3-2) which were linearly independent, taken there as the rows correspond-~
ing to ground stations 4 and 5. If these two rows happened to be multiples of
each other, different rows would have to be used, otherwise the determinant
(1.3-2) would always be zero regardless of the third row and so regardless of
the rank of the last three column block in &, This is fulfilled in most practical
cases and so the following only completes the theoretical discussion. The )
situation with any two rows in this column block being linearly dependent can
be easily analyzed. If a row in the last three column block of X matrix
corresponding to any station beyond station 4 is linearly dependent on the row

of station 4, then it holds simultaneously that

Va(Xa—X3)  Va(Va~—Ya)

= 0, (1. 3-2a)
Y (X - X3) ¥y - ¥a) ‘
Va(Xe — X3) (X4‘Y4')'{3)(X4‘Xe)
3;3 = 0, (1. 3-2D)
V(X - X3) (x-y ) (x-X)
Ya
and
Va(Va~Ys) (Xe-Ya 3{‘3) (Xq — Xg)
}{3 =0 (1. 3-2¢)
Y - a) (x-y;;:)(x—xz)
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where (X,y) are now the cobrdinates of any such station, If station 4 lies on a

straight line with stations 1 and 2, i.e., if
Y4 = O:

then it is seen that in order to fulfill (1.3-2a) - (1. 3-2c), any station beyond

station 4 must also lie on the same straight line, i.e.,
y=20
must hold (assuming thatno two stations can coincide), This result stipulates

that all stations with exception of station 3 would have to lie in a straight

line, Of the other cases with restricted location of station 4, only
Xg T X3

can yield meaningful results in order to satisfy (1.3-2a) - (1.3-2¢), namely

X=X =% =0, anyy

and

]

X5 X %X T X allyy.

These results again indicate that all stations except one lie in a straight line

(in a specific position). Considering the cases with station 4 in general
position, i.e.,
Yo # 0, Ya 7 Ya» Xa # X3

the following situation is obtained: (1.3-2a) results in a straight line in
general position through station 3 and 4, while (1. 3-2b) and (1. 3-2¢) represents

each a second order curve (with non-zero coefficient for x®), passing through

stations 1,2, 3, and 4. Both these curves necessarily intersect the above
straight line at two locations, corresponding to station 3 and station 4. For

(x,y) in such locations the equations (1. 3-2a) - (1. 3-2c) would be satisfied;

however, this implies that further stations would coincide with either of
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stations 3, 4, which is not true. Therefore, the only further realistic con-
figuration which would cause linear dependence of any two rows in the last
three column block of X matrix is suchthat each of (1.3-2b) and (1. 3-2c)
represents a straight line coinciding with the above line through stations 3

and 4. This can hold only if

X,
X4‘Y4"3 =0
Ya
and
Xa _
X- =0,
¥ Ya

which indicates that stations 1,3, and 4 would have to lie in a straight line
which would also contain all stations beyond station 4. Station 2 would be
the only one not lying on this line. Consequently, any two rows in the last
three column block of & matrix would be linearly dependent if and only if
all the stations except one lay iﬁ a straight line. Clearly, adding one more

station could not remove singularity B) in such cases, since the above block

stations would be needed. This can be easily interpreted geometrically, since
by adding one more point to the configuration of a straight line and an isolated
point, one could not avoid having all the points on one second order curve (in
this case degenerated into two lines). Since the cases with all stations except
one lying in a straight line can be immediately detected by inspection, such
configurations (leading to only one independent row in the last three column
block of & matrix) will be always discarded. Consequently, it is assumed that ‘_
station 5 exists such that it does not lie in a line with all except one of stations
1,2,3, and 4.

All real solution (x,y) satisfying (1.3-2) represent the critical loci

leading to singularity B). General equation of second degree has the form:

ax® + bxy + cy® + dx + ey + f = 0. (1. 3-3a)
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a b/2
Denoting Jd = b/2 o I

(1. 3-3b)

as the determinant of the A matrix presented later in (1. 3-5) - (1.3-5b),

and
a b/2 d/2
A = |b/2 c e/2 (1.3-3c)
d/2 e/2 f

as the determinant of the "augmented A matrix" according to [4], p. 352, the

real solutions of (1.3-3a), accordingto [4], p. 353, are presented in

Table (1.3-2).

Table (1.3-2)
Representation of Real Solutions for Second Degree Equations in Two Variables

A J Description
#0 >0 ellipse
# 0 <0 hyperbola
#0 0 parabola
0 <0 intersecting lines
0 0 parallel lines (distict or
coincidental)

It was shown .that the stations 1 through 5 determine the second
degree curve representing the critical loci. This curve can be computed,
drawn, and visual inspection made as to whether all the remaining stations
lie on (or near) it, in which case the singularity (or near-singularity) B)
would occur. This is a more practical procedure than to examine
(1.3-2) for each station beyond 5 separately. In practical computations
J=0or A =0 would never occur exactly so that a computer program can
be written limited to the determination of an ellipse or hyperbola; the
other cases, above all the intersecting or parallel lines can be detected

beforehand by visual inspection.




The equation (1.3-2) can be expressed as

X
%2 c+yEB+xy<A—-§” C) + X(%3C) +¥(-%s A~ yaB *+ %7 C)
3 . a3

It is easily verified that A = B = C = 0 would occur if and only if the first

two rows of the determinant in (1.3-2) were linearly dependent, the case whig
was treated separately and discarded. The whole equation can be divided by :
C, which is non-zero in general, since of the stations 1,2,3, any one can he
chosen as the origin of the local coordinate system and any one as determinin
the direction of the x-axis. The coefficients A, B, C in the above equation

are obtained from (1.3-2) as

A = y4(y4~Ya) (Xs~Ys ?’Z) (Xs~Xz) ~ ¥s(¥5~¥a) (X4~Ya ?‘Z) (Xa%a), (1.3-
B = yslsXa) (RaVa ) ) (54m%a) - YalKeKo) (Xs7Ys ) i), (1. 3-4b
C = Ya¥sl(X~%a) (y5-Ya) = (ya=¥3) (Xs7%a) ] . ' (1. 3-4c)

The second order equation (1.3-4) in local coordinates (x,y) can be expressed

x"Ax +x"a = 0 (1.3-5
where ~ -
851 8
A = s (1.3"'58)
8o dza
with
ay = 1,
1 A X i
a3 agpy T '2" ('5 - ;3), (1.3"5b)
3
fap = =
22 C ’
and
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a"—'—{al“ 1
ap |’ (1. 3-5¢)

with

A, = Xp P A _ B (1. 3-5d)
Ya

x = Lﬂ : (1. 3-5¢)

Since five distinct points are sufficient to determine the equation

while

of second order curve, A matrix and a vector could be also determined by
fitting second order curve to stations 1 through 5. This is done in Appendix 3

and the same expressions as in (1. 3-5b) and (1. 3-5d) are obtained for A, a.

An illustration of singularity B) is presented in Figure 2.

1,322 Computation of Critical Curve.

Practical computations pertaining to the critical curve are made in four steps:

(1) Transformation of the coordinates of all stations and
satellites from the basic coordinate system to which
all the points refer into the local coordinate system.

(2) Computation of the curve in canonical form.

(3) Transformation of all the points of interest from the
canonical to the local coordinate system.

(4) Transformation of these points from the local to the
basic coordinate system. With their aid the critical
curve may be easily drawn and conclusions made as

to the position of the ground stations with respect to it,

For the transformation of coordinates set forth in (1), the following

notations will be introduced:
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X Targets generally distributed

X

Plane of
ground stations

Figure 2

ILLUSTRATION OF SINGULARITY B): Stations 1, 2, 3 observe all targets;
all stations are on a second order curve.
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rx-

X = v, coordinates of a point in the basic coordinate
X4
system; thus in particular
rXo . -
Xo = Yot coordinates of the origin of the local
- QO -t
coordinate system,
X . cp s
X = g ! . . . coordinates of a point in the local
— -4

coordinate system.

According to (A4-5a) through (A4-5c) in Appendix 4,
x = PT(X - Xo), (1. 3-6)
where x was identified with X’ and P with R, and where

[ cosa sin o

b= | . . ]
L—-Sin¢ cos

(1. 3-6a)

o being the angle between the x and X axes, measured counterclockwise

under the assumption that both coordinates systems are right handed.
The origin of the local coordinate system is assumed to coincide with

station 1 and its x-axis to pass through the station 2, giving

cosa= (Xz-X1)/ S

and

sina= (Y, - Y2)/ Sz,

where

Sio = /(Xo-K0)? + (Yo - Yo)°.
The matrix equation (1.3-6) can also be written as

rx7 _ rcosa -sina ™ X-X7

¥y _sina coso 5 Y-Yp 4’

determining local coordinates of any point given in the basic coordinate
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system (here capital letters denote stations' coordinates).
Computation of the critical curve in canonical form, such as stipul
in (2), comprises computation of the parameters of this curve, its explicit

equation in the local coordinate system being given by (1. 3-5), namely,
x'Ax+x"a = 0.

This form coincides with (A4-30) of Appendix 4 with ¢ = 0, due to the fact
that the critical curve passes through the origin of the local coordinate
system (station 1), The procedure to compute the size, shape, center,

and orientation of this curve was outlined in section A4.4 and also used in

practical computations. (The local coordinate systemis called in section A4
"original coordinate system'.) In particular, the semi-axes %, a5, and
the kind of second order curve, found there, determine the size and shape
of the critical curve, while x, and R determine the center and orientation

of the critical curve with respect to the local coordinate system. Assump-
tions made in section A4. 4 excluded special cases when singularity B) is
caused by all stations lying on two straight lines (intersecting or parallel);
these assumptions read as J # 0 and A # 0, with J and A defined in (1. 3-3b)
and (1.3-3c). Some of the special cases were illustrated separately in
Appendix 5,

The values of X, and R are then used to transform any point on the

critical curve from the canonical to the local coordinate system, as required
by (3). In particular, the points of interest are the center of the curve |
and four "main curve points', identified with the end points of the curve's
axes (major and minor axes for ellipse and transverse and conjugate axes
for hyperbola). In section A4.4, these points in canonical coordinates

are presented in (A4-32). Their transformation into the local coordinate
system is made according to (A4-8) as

X=X + Rx'
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where x’ refers to a coordinate vector in the canonical coordinate system.
Transformation of these (and any other) points from the local to the
basic coordinate system set forth in (4) is then carried out according to

(A4-5a) or (1,3-6), as

X =%Xs + Px.

1.33 Singularity C)

When dealing with singularity C) in a range adjustment problem, also
called global singularity, all of the columns in A matrix (presented in Table
(1.3-1), sectioﬁ 1. 3) are taken into consideration. In the global analysisof the
causes leading to singularity (in this context rank deficiency) of % matrix,
it will have to be assumed that no three column block is singular. Failure to
‘ulfill this condition can be divided into two groups: first, in which anyone of
?:hel three column blocks except the last one is singular, in section 1. 31
alled singularity A), and second, in which the last three column block is
singular, in section 1, 32 called singularity B), Naturally, these two groups
1ave to be treated separately in order to make the analysis of the global
singularity complete. It was done in sections 1. 31 and 1. 32, although the above
reason for such separate treatments was not given there. Elimination of sin-
gularity A) and singularity B) are necessary conditions for % matrix to be

non-singular. Further necessary conditions are presented in section 1. 331,

1,331 Necessary Conditions to Avoid Singularity C).

As seenfrom Table (1.3-1), among all the rows pertaining to observationsfrom
»ne ground station inmatrix A, atmostfour rows canbe linearly independent, First,
‘he condition guaranteeing that such arow block has indeed rank four will be formulated.
Jbviously, only one non-zero column of the last three column block (or one

1on-zero combination of the three columns) isto be considered here, since two
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of these Columns can alwaysbe brought to zero by equivalence operations. Cop
sequently, the rank of the following matrix M,, corresponding to the kth row blo

will be considered:

R Y1 - Zy c
o ; ; ; ‘
Mk o } . . . . (1‘ 3-7)
|
[ Xy = X Y - % Z c
L . . . .
where C is a constant and

c# 0, (1. 3-73)

Using row and column equivalence operations it is seen that

M ~ . . .

oo
A
=

-

It holds that rank M, = 4 if and only if rank S = 3. The first two rows in Se
are assumed independent (they would be dependent only if the satellite points
1, 2, 3 were lying on a straight line; in this case another row could replace
Tow two; if no such row existed then all the satellite points observed by station

k would lie on a straight line, rank S¢ would be one and rank M, two; but then

singularity A) would occur contrary to the necessary assumptions of singularity
A) and singularity B) eliminated). Let X,Y,Z denote coordinates of any satellite
point beyond three observed from the kth ground station. Should the rank S

be less than three it would have to hold for each such satellite point:
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X, -% Yo-Y1 Za-74
Xe-X, Ya-Yy, Zo-Zy| =0. (1. 3-8)
X -% Y-Y Z -7

This first degree equation in X, Y, Z represents a plane passing through points
X, Yy, Zy, 1=1, 2, 3, 1.e. passing through satellite points 1, 2, 3 (if any

of these X, Y,, Z, are plugged for X, Y, Z, the equation (1. 3-7) is satisfied).
Consequently, the rank of S, is less than three and the rank of My is less than

four if all the satellite points observed from the kth ground station lie in one plane.

Each observing station beyond stations 1,2, 3 contributes with three
columns to matrix X. These three columns are assumed to be independent (due
to singularity A) eliminated). Thus each row block has rank at least three and
at most four. Since A matrix contains three more columns (the last three
columns) corresponding to stations 1,2, 3 (actually only 2 and 3), there must
be at least three such row blocks of rank four in order that & be not necessarily
singular. Otherwise ranks of individual row blocks added together would not
even reach the number of columns in A, Thus, a further necessary condition for
X to be non-singular is that at least three row blocks have rank four. Defining
a set of points which are not all lying in one plane as points "off-plane', the
above conclusion may be restated as follows: in addition to the assumptions of
singularity A) and singularity B) eliminated a further necessary condition for
X to be non-singular stipulates that at least three ground stations in addition to

stations 1, 2, 3 must observe off-plane targets.

1.332 Necessary and Sufficient Conditions to Avoid Singularity C).

In section 1, 331, the necessary conditions for avoiding singularity C)
were presented. It will be shown that with some further specifications these
are also the necessary and sufficient conditions for non-singular & matrix.

Let the following notations be introduced pertaining to A matrix of Table
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(1.3-1): the columns with headings dx, dy,, 9% will be denoted respectively
as (column) vectors v, v/, v, k=4, 5,..., g. The letter s will refer *
to the number of ground stations beyond station 3, while g will stand for the
total number of ground stations, namely,

g=1s+3.

The last three (column) vectors will be denoted as Vl, Vz, v°, respectively,
The condition for singularity of X can be expressed as follows: % is singulariﬂ‘
if there exists a set of coefficients,divided into a group containing coefficient
a and a group containing coefficients b, such that this set is not necessarily.

a zero set and that the relation
XX Y.y z..2 XX Y., ¥ z..2 vl V2 3 g
afvitalvitaivi+. . ralvitalvi+alvi+b v +bovPrbev® = 0 (1.3

holds, i.e., that (1.3-9) is consistent for this set of coefficients. Obviously,
the above system of homogeneous equations can always be made consistent,

namely, when all these coefficients are equal to zero. Thus % is singular if
(1. 3-9) can be made consistent with some non-zero coéffi.cients a or b. Othe

wise & is non-singular., It is seen from Table (1. 3-1) that % can be divided

Furthermore, the last three columns in this row block can be denoted as

{”1" (1
1, and £2 « |1

i

L L 1

!
i

A
o
T e g
ey
)
>
e b

1 . .
where £, £2, fka are terms appearing in each row of the last three columns of

X for this rowblock. The system of equations (1. 3-9) is thus composed of

smaller systems, corresponding to the above row blocks, which all have only
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the p-coefficients in common; (1. 3-9) then corresponds to the totality of the

gystems such as I {—1 1
ar v tad Wt alvw'+ byfy | i bof,2 S+ b3 = 0,
1 1 1
k = 4! 59 o vy g’
or 1
~ ~ ~ 1
ag v Fay Wralve+ o] = 0, (1.3-10a)
L1 '
k=4,5,...,8 (1. 3-10b)
where
bif + bafy + bafid = cy. (1. 3-10¢)

Consequently, the system of homogenous equations (1.3-9) can be written as
composed of the systems (1.3-10a), with k and c, such as in (1. 3—10b)' and
(1.3-10c), respectively. It has the following form:

-~ 1
34{;;’*'3‘{ 2t zﬁ +cy ] = 0
1]
~, e 1]
asvst+abvi+agve +cs :J =0 (1.3-11)
1
o l )
ag{\‘s+ag rHagVe te il =0
L
where

byfl + bofZ+ bl = c,

1 2 3 _
bufd + Dot + bof = os 1519

by f; + bafs+ baf® = c,.
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Necessarily, the system of homogeneous equations (1. 3-9) is consistent for

set of coefficients a, b, if and only if the systems (1.3-11) and (1. 3-12) are g

sistent for the same set of coefficients. If for any k in (1.3-102) or (1. 3-11)

ing a-coefficients not all three equal to zero such that
Ay :7;* +a) W+ ay V=0 (1.343

would hold. Accordingly, with all the remaining a-coefficients and all three
b-coefficients equal to zero, or correspondingly with all the terms ¢ equal to i
zero, the systems (1.3-11) and (1.3-12) would be consistent for such a non-
zero set of coefficients and A would be singular, However, these special con
ditions are assumed to be non-existent due to the necessary conditions regard-:

ing singularity A). It then follows from (1.3-10a) and (1.3-10b) that

y

ay = a = a’ =0 ifandonlyifc, = 0 (1. 3- 3-‘

in order that (1.3-11) be consistent. Thus, ¢, = 0 for any k will guarantee that
all three corresponding a-coefficients are equal to zéro. However, even if

this were the only possibility to make the system (1.3-11) consistent, A would

R >

not be necessariiy non-singular; namely, if the last three columns of A were
linearly dependent, then by, by, bs not all zero would exist such that the system
(1.3-12) with the terms

Ca=0C=...=¢ =0 (1. 3-1

would be consistent. Then (1. 3-9) would be fulfilled with not all the coefficient
equal to zero (namely the coefficients b would be different from zero) and A
would be singular. However, due to the necessary conditions with respect to
singularity B) it holds for all k's that

by = by = by = 0 if and only if|c,

I3
.
-

It
o
——
iy
Lo
\
—
(=)
' S—
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~ jp order that (1.3-12) be consistent. With the causes leading to singularity A)
and singularity B) eliminated.as the necessary conditions for non-singular X
matrix, the following definition can be formulated using (1.3-14) and (1.3-16):
% matrix is non-singular if and only if the only c-terms making both (1, 3-11)
and (1. 3-12) consistent are these of (1.3-15). Otherwise & is singular.

As a natural consequence of the above definition, the c-terms which make
(1.3-11) and (1.3-12) consistent will be analyzed. For any subset of (1.3-11),

such as (1.3-10a) associated with the observations from station k, it holds that

whenever

| ~r ~y ~p L
rank (v, v/, %', H] = 4, : (1.3-17a)

then only the trivial solution, i.e.

ay = af = a¢ = ¢ = 0, (1. 3-17b)

is possible, Otherwise an infinite number of solutions exists, including the one

of (1.3-17b). The expression (1, 3-17a) is true whenever
rank M, = 4 (1. 3-17¢)

where M, is given by (1. 3-7), since the matrix of (1.3-17a) is exactly My
with
c=1#0,
in accordance with (1.3-7a). The relation (1.3-17c) holds if and only if the cor-

responding station k observed off-plane targets. Next, the system (1.3-12) will

be written in matrix form as

where




[bl bEbSJT’

o
[

and
C=lecgonoc ],

Should (1.3-12) represent a consistent system of equations, it must hold that

rank [F Cl= rank F = 3, (1.3-18

sional subspace W of V, where V is the space of all 4-vectors. Due to (1, 3-18
three independent rows of F may be found; the same three rows of [F C ]
span W. Finding three independent rows of F is equivalent to finding three
stations beyond station 3 which do not all lie on a second order curve together
with stations 1, 2, 3. This may be seen from (1.3-2) where the three rows
inside the determinant, equivalent to the above three rows of F, are independent
only if the corresponding stations do not lie on a second order curve with stations
1,2,3. Three or more stations with this property will Be said to be off-curve,
or equivalently, it will be stated that singularity B) was removed for these
particular stations. Otherwise the stations will be said to be on-curve. Since
the above three rows of [F C ] span W, then all the elements of C, or all the
c-terms in (1. 3-12),will be necessarily zero if the c-terms in all these three
rows are zero (all c-terms are linear combinations of the above three c-terms @
corresponding to three off-curve stations), But these three c-terms will have ‘
to be zero with no other solution possible only if (1, 3-17a) holds for the cor-
responding stations, which occurs only when these stations observe the satel-
lite points which are off-plane, as it can be seen from the pertinent conclusion
in section 1.331. Under such conditions, leading to all c-terms being Z€ero, the*
relations (1.3-14) and (1. 3-16) imply that all a-terms and b-terms must be
zero should (1. 3-11) and (1. 3-12) be consistent. Consequently, these condi-

tions stating that at least three off-curve stations observe off-plane targets
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imply that X is non-singular, provided singularity A) is discarded, and with
this last statement represent the necessary and sufficient conditions for non-
gingular X matrix,

The requirement that the above three or more stations be off-curve neces-
sarily implies that singularity B) cannot exist. As a matter of fact, it represents
a stronger statement, which was conveniently worded as eliminating singularity
Bf for these particular stations. On the other hand, if such three or more
stations did not lie off-curve, or if only two stations (they can never lie off-
curve) observed off-plane targets, then the corresponding rows of (FC] would
not span W. This means that when only on-curve stations observed satellite
points which were off-plane, not all the c-terms would have to be zero to make
(1.3-12) consistent. Only those c-terms would have to be zero, whose rows
would be linear combinations of the above rows, i.e., all the c-terms correspond-
ing to on-curve stations, For instance, suppose that the first two rows of (1.3-12)
are independent with ¢, = cs = 0 as the only possibility and suppose that no further
c-term has this property. Choosing a third independent row, cor;'esponding
now to an off-curve station (which did not observe off-plane targets) and choos-
ing its c-terms different from zero, a unique non-trivial solution for by, b, and
b; can be obtained. This will yield uniquely the other c-terms from (1. 3-12);

it is clear that not all c-terms are zero, while the system (1.3-12) is con-
sistent. The non-zero c-terms are exactly those associated with stations off-

curve, The fact that singularity B) for all the stations was discarded did not
help here, since the stations observing off-plane satellites were not themselves
off—c‘urve stations. Furthermore, when the c-terms, different from zero (and
necessarily corresponding to the stations which did not make off-plane observa~-
tions) are used in (1.3-11), a unique non-zero solution can be found for the a-
coefficients in a subsystem of (1.3-11), such as (1.3-10a), corresponding to
any of these c-terms. This is true because for such a subsystem the relation

(1.3-17a) does not hold: the rank of a matrix such as presented in (1. 3-17a)
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not make off-plane observations. On the other hand the rank of the same matp
without the last column is three due to the fact that singularity A) was discarde

Consequently, the rank of this matrix is three, the same as the rank of this

non-zero solution for the three a-coefficients of the subsystem.
In conclusion, necessary and sufficient conditions for & matrix to be non-
singular will be restated: X matrix is non-singular if singularity A) does not
occur and if there exist off-curve stations (necessarily at least three) making
off-plane observations. Otherwise A is singular; in absence of singularity A)
and singularity B) the singularity of & was defined as being singularity C). Tt
occurs when the stations making off-plane observations are not themselves
off-curve stations. Singularity C) is illustrated in Figure 3.
1.333 Illustration that Discarding of Singularity A) and Singularity C) Yields
Unique Solution in Adjustment,
First of all, singularity B) is discarded whenever singularity C) is

eliminated as pointed out in section 1, 332, since this implies that there

exist some stations off-curve and,therefore, all the stations are necessarily

off-curve. Further, the number of observations will be shown to be at least

as large as the number of unknowns in an adjustment. Stations 1, 2, 3 are
always assumed to observe all the satellite points. Due to the removal of
singularity C), there are at least three more stations observing at least four
satellite points each (less than four satellite points could always form a plane).
Due to the removal of singularity A), all the remaining stations observe at
least three satellite points each (less than three satellite points could always
lie in a plane with the observing station),

Suppose there are g ground stations, of which three observe all the satellite
points and three observe at least four satellite points each, thus making at

least twelve observations. Further, suppose there are s satellite points, The
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ILLUSTRATION OF SINGULARITY C):

Stations 1, 2, 3 observe all targets;

all stations observing off-plane targets are on a second order curve with

stations 1, 2, 3.
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number of unknowns in the whole system (three per stations or satellite point,

minus six unknowns representing constraints or removed parameters) is equalb?;
3g + 3s - 6.

The number of observations in the whole system is composed of the following

groups:
3s ... due to stations 1, 2, 3 observing all satellite point
at least 12 ... due to three further stations observing at least foy;
satellite points each
and ‘
at least (g-6)3 ... due to the rest of stations observing at least three

satellite points each..

The total of all the observations is then at least

3g + 3s - 6,

which is a8 many as there are unknown parameters; this proves the asserted °

statement,

Whenever the words "at least" do not apply, the system has exactly the
same number of unknowns as there are observations and 2 unique solution is

possible without an adjustment.

It is clear that if singularity A) and singularity C) (consequently also singu-i:

new stations. This follows from the fact that all the c-terms are zeroes (i.e.,
also those corresponding to the new stations since all the b-terms were zeroes)
and that the a-terms for the new stations must then also be zeroes due to (1.3~
It can be easily visualized in the following way: in a well-determined network
of six ground stations, any number of satellites not lying in the plane of the -

ground stations can be determined using observations from any three stations
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(here 1,2,3). Any new station, co-observing these satellites, can be determined
from them, provided it does not lie in one plane with them. But this condition is
exactly that of singularity A) eliminated (for any such new station), which is there-
fore a necessary and sufficient condition for expanding of non-singular range net-

works beyond the non-singular networks of six ground stations.

1.34 Critical Configurations if All Ground Stations Co~observe.

When all stations observe all targets, any three stations can be considered
to be stations 1,2, and 3, used in previous derivations. For this reason
singularity A) loses its original meaning: if all the targets lie in a plane
through a certain ground station, then such a station can be taken for instance
as station 1; with such numbering of stations singularity A) does not occur.
This can be seen from section 1,31 where it was shown that singularity A)
occurs if all satellite points observed by a particular ground station beyond
stations 1, 2, 3, lie in a plane containing that ground station; if it contains
any of stations 1,2, 3, instead, singularity A) does not océur. Nevertheless,
the above configuration results in a singular network, since it is a special
case of singularity C) described below,

Singularity A) could occur in one case only, namely if all targets lay in
a straight line. Planes through such targets would contain any ground station.
This, however, is also a special case of singularity C) described below.

When all stations co-observe, singularity C) could occur only in two
instances as follows:

(a) If the targets are not all lying in one plane, all stations
would have to be on one second order curve in order
that singularity C) occur. This cooresponds to singularity B)
of section 1. 32,

(b) If the stations are not all lying on one second order curve,

all targets would have to be in one plane for singularity C)
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to occur. The distribution of targets in this plane is

irrelevant. As a special case, such a plane would pass

N

through a certain station. When all targets lie in a straight
line, which is another special case, this type of singularity
always occurs,

Illustrations of singularity C) for parts (a) and (b) appear

respectively.
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ILLUSTRATION OF SINGULARITY C): All stations observe all targets;
all stations are on a second order curve.
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Plane of all targets

Figure 5

ILLUSTRATION OF SINGULARITY C): All stations observe all targets;
all targets are in a plane.
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1.4 Principle of Replacing of Stations

In the last sections at least three ground stations were treated as observing
distances to all the satellite points. All the derivations presented there are
naturally valid when all the ground stations in a network observe all the targets
(in this sense ""observe" means strictly "observe distances'), This would be
an ideal way of observing range networks, based on simultaneous or quasi-
simultaneous observations from all or most of the ground stations. The latter
mode of quasi-simultaneous ranges would involve precise timing and such an
interpolation procedure as to yield simultaneous observations for the range
adjustment. When such an obserVational mode realizes, the analysis treating
three ground stations as observing all the targets will then be sufficient and
complete. However, the data presently available is not of this nature, A great

number of range observations have been made using the SECOR observational

mode, when only four ground stations are observing simultaneously. Even in
this case it would be possible to have three stations observing all the targets,
while-the fourth station would be moving. In practice, however, even if networks
extend to relatively small areas, all the stations are gradually displaced and
occupy new positions in a fashion called "leapfrogging'. If this is the case,
no three stations observe all the satellite points in general. It is then of
interest to analyse the critical configurations for this new procedure in a way
similar to that used in the previous sections.

To procede with such an analysis as clearly as possible certain notations
for groups of satellite points will be introduced. The ground stations (considered
again as lying all in one plane) will be grouped by four, which corresponds to
"quads" arising when the SECOR observations are used. Any satellite group will
be represented by the letter j subscripted by the number (or letter) of a ground
station which does not appear in any other quad or which observes this group for
the first time. Thus the quads consisting of ground stations 1, 2,3,4, then 1, 2,

3,k, and 1,2,k, s are said to observe satellite groups j,, j, and j, respectively.
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i.e., contain the same targets, which would happen if more than four stationg

could make simultaneous observations. This would not affect the derivations_
at all, since the coordinates of all the targets are eliminated and expressed ip
terms of the observing stations. In the above illustration, station k effectively
replaced station 3 in the observations of j,, which were thus made from stationg
1,2,k,and s. This is the reason why such a procedure is referred to as ”replac;
ing of stations ", Station k will be considered throughout as performing the
first replacement. The stations following station k will be all denoted as "g-
stations" even if their number is more than one, in which case they will be
distinguished by primes: s, s] etc. The corresponding satellite groups will be |
then j,/, j/, ete.

Replacing of stations will be carried out on three levels, according ‘
to the number of replacements. One replacement will be analyzed in section 1,41
which will be the most detailed of the sections dealing with replacements; two
replacements will be treated in section 1.42, and moere replacements in section
1.43.

When dealing with one replacement, the observing stations (quads) and the

corresponding satellite groups can be conveniently arranged in the following way:

1 2 3 4 j,
1 2 3 k j
1 2 k s
1 2 k & jy

where the dots express the possibility of more quads present with the first three
stations the same as in the preceding quad. Thus, one or more quads "i" could

be introduced between the quads of station 4 and station k, namely:
12 3 i .
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“When two replacements are taking place, then one g-station replaces station 2
in addition to station 3 having been replaced by station k. This s-station will be
denoted as s’ A similar pattern will arise in this case:

1 2 3 4 ja

»

1 2 3 k i
1 2 k s' g
1 k S/ " JB”

where the dots have the same interpretation as in the previous part. Further

replacements can be carried out in an analogous manner.

1,41 One Replacement: Station 3 Replaced by Station k.

Up to and including station k, the elimination of the parameters 3X, dY, 07,
agsociated with the satellite points can be done in the same manner as presented
in section 1.2. With the same definition of the coordinate system, the parameters
for each target in j, through ji can be eliminated using observations from stations
1,2, 3, which lead to the equations (1.2-6a) - (1. 2-6¢) in section 1.2. These
three equations after multiplying each of them by s;; (distance ground-satellite)

can be expressed in a matrix form as

X, Y, 2| [e%] 0
X% Yy, Zy| |3%s| = (X,-Xg) s (1.4-1)
| Xy~%a  Yy7Ys Zy)| |97 ] (Ry%g) O%5 ¥ (Yy-ya) 0Ya

where j stands for any satellite point of j, through jy. The solution using the
matrices is equivalent to that presented in gection 1.2 and gives 3X,, oYy, and
dZ, such as found in (1.2-Th), (1.2-7c), and (1. 9-Ta). The determinant of the
(3 x 3) matrix in (1.4-1) can be expressed as D = Z;XzV3, giving raise tothe con-

ditions
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%70, ya# 0, Zy #0, (L.:

already discussed in section 1.2. When the results for 9X,, oYy, 0%, are
substituted for in (1.2-4a) associated with the observations from "i-stationg"
(i can be any station between 4 and k inclusively), then the equation (1.2-9) ig
obtained. Equations of this type were used to form A matrix, presented in
Table (1.2-2).

Elimination of the parameters associated with the satellite group(s) j, will
be done using stations 1, 2,k, co-observing with station(s) s. The observatioxis
from stations 1and2lead to the same two equations for j, as expressed in the r
first two lines of (1.4-1). For the observations from station k it holds similaij’,;i‘
that (

(X %) 0K, ~3%) + (Yy 7%) (@Y -0¥k) + (Zy ;%) (0240 %) = 0.

In the matrix form the three equations can be written as

XJ S‘Xg YJ . ZJ s BYJ . = (XJ S‘Xg)aXE AN (1 .4
Xm % YV 2y | 97y, (X %) 0% + (Y V)3V +(Z 5% )0 %

The determinant of the (3 x 3) matrix in the above expression is given by
D = Xa(yc Zy, - % Yy,) (1.4-4)
which is the same as

"Xg O 0
D= - |%-% % % |- (1.4-5);

Xj P Xz Yj . Z"s
This form can be obtained also upon using the equivalence operations on the
matrix in (1.4-3). If the determinant in (1.4-5) is equal to zero, then stations
2,k, and the point(s) of j,, with the coordinates (X;,, Y, , Z;,), all lie in a plane.

Consequently, the condition for (1.4-3) to have a unique solution for 9X%;,, 3Y;

dZ,, with respect to any target in j, is that none of the points in j, lies in a Pl?f“i"e
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with gtations 1,2, and k. The solution of (1.4-3) with ground stations in general

configuration (not necessarily in one plane) is:
0Xp
aXJS = (XE“XJJ % (1-4:"68,)
2
— 1 __.[‘—- Z— X)X.—-X )_a_)_{g-+z( ._-‘{ )a I
aYJ’*YKZJS—ZkYJS'_ (X’K Jszk Js ( 2 J s Xo Js}(k Syg Xy
2y (Y3 )% * Ly, (s ) O% ] (1.4-6Db)

r OX:
-0y Y e Xy ) TE = Y (K ) -

1
0%y = Velyoh Xy, -

- Yy (=Y )%k - Yy, (zc-Zy,) 3% ] . (1.4-6c)

when these values are substituted in the equation for observations from station(s)

s, i.e., in
(Xy,~%5) 0Ky ~3%,) + (Yy,~V:)(@Y,-0Ys) + (Z4,-92,)(3Z,,-02¢) = O,
then the following expression is obtained:

(YkZJS“ZkYJS)(XJS‘Xs)axa + (YkZJS"ZkYJBMYJS"YS)ay; + (YkZJS‘ZkYJg)(ZJ;Zs)'aZs -

~(VsZy,~2sYy ) Ky~ %)OKe — (VsZy;=2sYy,) (Vs Fic)OVi ~ (V6Zya~2s Y5 )2y~ Z)0%

OXp
Xy, (Y s~V Zs) T Yy (B2 TXs) + Zy (VeXs~%cY §) ] (X~ %a) - 0. (1.4-7)
2

Using equations of the type (1.2-9) for i-stations and of the type (1.4-7) for s-
station(s), A matrix for one replacement with the ground stations generally dis-
tributed can be obtained, such as presehted in Table (1.4-1). If there aré more |
than one s-station, the table can be easily expanded, using the same type of
terms for any further s-stations; for each such additional station three columns
and as many rows as the number of targets obéerved by it would have to be

added. The dots in each row block of Table (1.4-1) and any further table indicate
that the same rows figure in the whole row block with the targets' coordinates

as the only changing elements in them; if there are any columns in which these
toordinates do not figure, then in such columns the elements do not change within

the same row block.
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When dealing with ground statmns which are all lying in one plane, the

Z,Coordinate for any station is set to zero and A matrix becomes considerably

simplified. Its determinant then becomes, upon considering (1.4-3):
D = Xg YK st,
which means that in addition to the conditions in (1.4-2),

ve # 0, Zy, 70 (1.4-8)

also has to hold. Since it is the rank of A which is of interest as it was also the
case in the previous sections, certain equivalence operations will be performed
to further simplify A matrix, If there were more than one s-station, they would
pe treated the same way (€. g., DK, —» OX +)Ll dx, would become 0% —> %, +

"
LY ax,’ +l-s_ axg + -+, ete.). The eqmvalence operations with respect to A

Y
matrix of Table (1.4-1) are the following:

(1) Divide each row by the corresponding Z; # 0.
(2) Multiply each of the last three columns by -1,
(3) Perform on the three column block of siation ke
a s a*"c L BXS, BYK‘? BYK L aysv az"cﬂ}a"z‘k'*-h BZS.
Ve e e

(4) Perform on the last three column block:

dXg _, OXa OYa oYa

- - YuOXg~ +ov ~YiO%ks = - Y4O¥a~ v ~YxOVk»
Ya Ya ya Ya

dXp , OXp p:4 b
X2 5 SR _(x4y -ﬁ)axa- = (g 2y ox, - DEEe o
X2 Xz ya Y

(5) Divide each of the rows "From s" by y« # 0.

(6) Perform further on the last column:

3%y 5 %z , Xa
.C} X2 Ya ¥a )

The matrix thus obtained is called X matrix with one replacement and with

ground stations lying in one plane; it is presented in Table (1.4-2). There appear

two s-stations in this table, denoted as s’ and &, At this point some notations

53




: K . . M : : w
R . . . . . . N M . m
e 1‘/ v Vooy Foo ETN. i Y ' * )
Zx="x%) ._m.....r.ﬁmx- x| AP LIR | (% ;w..; . : :.x..i 0 m
; I 2 I R R B N :
(X080, 8| (=% PRl o VAL T ISV ON TS ¢ s {,"A-5K) _SA x5} £
. . . M i B S B 4 s
” ” ” “ . . - . . w
: : R : X . w
g Y. i CIMRTV R 3 LYy n. } .x 2
T A I £) 2K ?xk.i A “.N e My 5
: : : : . : =
: : : : : : P
Zx-tx) v S-@Ex-1xpx | CA-PAPL ] (Ex-Tx)iS i ' it £
%) g v - X 4 k E iy 18-t oty muu..
: . : . : : =
2y-tx) L bie et | (EAPAA ] (Ex-txPh ” - B
{Zx- xvdﬂ .. - 4 .. i A LTon n.f Ja.|.ﬁVﬁ W.
: : : : . : IS

2y /2% (VAT S SK/xe § R atze «*Ag ~"%Q ¥ ze| she Sxp *2Q Ko e wo §izp ‘Ko ixp B T Ko *xo

(oue[d Ul SuUCIIBIS PUNOID)
3 uorjels Aq pooeidey ¢ uomIelS YIIM XIXIBIN Y

(z-%°1) o19mJ,

54



i1l be introduced in accordance with the previous sections; they will mainly

;nsist of the f-terms from the last three column block of X matrix and some

. / .
L terms (p-terms), arising from the presence of S and s’ stations:

X
£l = yy(%e-%a), ff = Va(yaya), &= Xa,(XA;‘Xa)"Ya:;: (X5~X2)

; ; L
£l =y (%e-Xa)y B2 = Ve(Be-Ya)s  fe = He(% _XE)"Yk—;; (Xa-Xz)

(1.4-9)
£ =y (Ke%e)s T = ¥ /(TeYie)s To' = x,'<xs'—x2>—y,fff: (Xc—%z2)
o= yuxy%), = Yoy, 0= x;’(X;’*Xz)—y!’i (% —Xz)
1 1
Py = -5 & oY = -5 &
(1.4-10)
R ) 2 _ L
Py = - Ve pd py = - - f:iﬂ

In the analysis of the rank of A matrix the necessary conditions for A to be
on-singular will be presented first. The above nofétions and earlier notations
rom section 1.332 will be used in a similar approach as in that section. This
neans that when all the a-coefficients and b-coefficients have to be zero in

yrder that the systems associated with & matrix and denoted as (1.4-11) and

1.4-11a) be consistent, then % will be said to be non-singular. These two

iystems are presented in Table (1.4-3). The systems (1.4-11) and (1.4-11a)
:an be also imagined in a matrix form which is helpful for certain rank consider-

itions. When the a-terms and c-terms are arranged in a column vector, then

he system (1.4-11) is arrived at by pre-multiplying of this vector by what is

said to be the "matrix of the system (1.4-11)", or the "matrix of (1. 4-11)".

Similarly, with the b-terms arranged in a column vector, the "matrix of (1.4-11a)"

vill have the form
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F = f;(l ti;’* f;f . (1.4-12)

fsl / f f/ f f/
Lf];” fiv/ fi//——

For stations 4 through k, the corresponding rows in F have the same form

as the same rows in the last three column block of A matrix with three stations
observing all the targets (presented in Table (1.3-1)), except that to the third
column the -;—3 -multiple of the first column has been added. Therefore, a row
correspondinsg to any station beyond station 4 up to and including station k

would be linearly dependent on the row of station 4 under exactly the same con-
ditions as presented in section 1.321, namely, if that station lay in a straight
line with all except one of stations 1,2,3, and 4. When the c-terms from
(1.4-11a) are substituted into (1.4-11) this system now contains the

full set of a-terms and b-terms and wil be called "full system of
(1.4-11)", or "full system'. Its corresponding'rha’crix is exactly A matrix.
However, it is easier to work with %X matrix with the notations of (1.4-11) and
(1.4-11a), i.e., in terms of the full system, taking advantage of the abbreviated
notations. In this context it will be preferable to call X matrix as "full matrix"
associated with the full system. The necessary conditions for the fuil matrix to
be non-singular will be divided into two principle groups: one dealing with its
rwo blocks and called "row conditions", and the other dealing with its three
column blocks and called "column conditions'. The latter group will be sub-
divided into two parts: conditions necessary to prevent signularity of any of the
three column blocks except the last one, i.e.,to prevent singularity A), and
conditions necessary to prevent singularity of the last three column block, i.e.,
to prevent singularity B). With all the notations and definitions introduced, the
above necessary conditions can be systematically investigated.

When the row conditions are to be examined, it has to be taken into con-
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sideration that no row block in the matrix of (1.4-11) can have higher rank than °
four. Assuming that each row block there has the rank equal to at least three,
it is clear that at least three row blocks in the matrix of (1.4-11) or in the full
matrix have to have the rank equal to four. Otherwise the sum of the row rankg
would not evén reach the number of columns in the full matrix, since each row
block introduces three new columns in the left-hand part of & matrix which does
not include the laét three column block (in (1.4-11) this part and the last three
column block are separated by a vertical dotted line). In other words, the row
conditions imply that at least three quads must observe their targéts off-plane q
when the terminology of section 1. 332 is used and when the expression (1.3-17a

with the text below it in the same section is considered.

Upon considering A matrix of Table (1.4-1), it is clear that singularity A)

occurs for any distribution of ground stations whenever it holds that
Xi-% YW-% 7%~k
Xg-% Yo-¥e Zo-X = 0

X - X% Y - % Z -z

(X,Y,Z) denotes any further target in j. or any target in j,. The above equatio

expresses any point (X,Y,Z) as lying in the plane through the first two targets

plane z = 0.

Considering the matrix of (1.4-11), it is evident that singularity A) for any
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station except station k occurs under the circumstances specified in section 1. 31,
i.e., when all the satellite points in any of j, (except j) or j, lie in a plane through
corresponding stations i or s. Singularity A) for the three column block of
station k can happen only if, in addition to all satellite points of j lying in one
plane through, in such case called "plane n''(which expresses the condition

(1.3-1) in section 1. 31), the following relation also holds:

- Yi-y 7
Xe-% Yo-y Zp| = 0. (1.4-13)

P. pZ 0

Here (Xi1, Y1, Z1) and (Xj, Yz, Zp)denote again the coordinates of the first two targets in
i, namely jkl and . In the present case, (1.4-13) would hold with the third row

sertaining to either s’ or s, When the coordinates of s’ or s are denoted as

rariables x and y (the z coordinate being zero), then (1.4-13) holds when either

y=0, (1.4-13a)

X1-% Yi-w 7, f
Xa=% Yo-¥e Zz| = 0
X =% ¥V -% 0

(1.4-13b)

s fulfilled. The equation (1.4-13Db) expresses the fact that the variable point

X,¥,z) lies in a plane with the points Jers jkg, and k, subject to the condition

=% =0, Butthis implies that the corresponding station s’ or & lies on a

traight line denoted by the letter "4'",whichis generated by two intersecting planes:
lane 7 and the plane of ground stations (i.e., plane z = 0). 1t will be of interest to

Ompute the direction of the line 4 » bassing necessarily through station k., From

1€ general equation of a straight line,

ax + by + ¢ = 0,
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i

its direction, given by the angle & (measured from the positive direction of the

x-axis), can be computed from the formula

P - 3
tio = b
Thus, if
A =X (Lo - Z1) + 21 Xy - X1 Z, (1.4-1435
and
& = Vi (a - Z1) + Z1 Y2 - Yy Zg, (1.4-145
then (1.4-13b) can be written as
Xay = ¥ag - (%2 - Yia) = 0, (L. 4-14c)
from which
tj o = -2, (1.4-144
8

It can be summarized that singularity A) for station k can occur only if all satellit
points observed by it (here targets of je and j,) are innm (pléne through station k),
called also general singularity A), or if all targets of j are in m and each of the
s-stations is fulfilling either (1.4-13a) or (1.4-13b), i.e., if it is lying either on
the x~-axis of the local coordinate system (line connecting stations 1 and 2) or

on £ (line of intersection between 7 and the plane of ground stations).

Singularity B) arises when any (3 x 3) submatrix of F, given by (1. 4-12),
is singular. Then any row vector in that matrix would have to be a linear com-
bination of its two chosen vectors (here the vectors corresponding to stations 4
and k), i.e., it would have to lie in the subspace V; spanned by those two row

vectors:

£y 2 £2
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The two rows which span V; are assumed to be independent. This is always
true unless station k is in a straight line with all except one of stations 1,2, 3,
and 4, as it was evidenced following (1.4-12). Such special configurations are

assumed non-existent. Thus, for any station i it would have to hold that

A VI
£ 52 £2 | =0, (1.4-16)
£ £ £°

which represents a second order curve for station i (i.e., in %, y,;). This curve

can in general be gpecified also by finding five points through which it passes.

As it is evident from the relations in (1.4-9),

fi = £% = £2 = 0, whenever i=1,2, or 3; (1.4-162)
further,
fr £2 £2] = [£F £2 £27 if i=4, (1.4-16b)
and
‘ £F £2 £2] = (B 82 £2] if i=k (1.4-16c)

From here it is evident that the second order curve for station i, expressed by
(1.4-16), would have to pass through the stations 1,2, 3,4,k. This can also be
seen from section 1. 32 where station 5 was used rather than station k. Further,
for any station s it would have to hold that
A P
fo £2 £2 | =0, (1.4-17)
A S
which now represents a second order curve for station(s) s (in the present case

it would have to hold for stations s’ and ). With the simplifications

fs £2 £2] =1, etec.,
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(g follows from (1.4-9) that
f, = 0, whenever s =1, 2,Kk;

fuethet.

:\\\\{

&
+
o
P
o

|

i
=N
¢33
i
s

Phas te second order curve for station(s) s, expressed by (1.4-17), also pas

i
qreough stations 1,2, 3,4,k, Whether considering (1.4—16) or (1.4—17), the co

W aud only if Vi of (1,4-15) were of dimension one, similar to section 1,321,

wewevet, such cases were assumed non-existent, as mentioned following (1.

naasing through stations 1,2, 3,4,k are said to be "on-curve" stations, while"

N

whetwise they are called "off-curve' stations,
M
Aovernding to the earlier sections, when & matrix is singular in absence of

amawiavity A) and singularity B), then singularity C) is said to have occurred.

weiies. They correspond to the necessary conditions of section 1. 331 with

vl

heee atations considered observing all the targets, Next, the sufficient condi -

sena o avoid singularity C) (or global singularity) will be examined, Subsequenﬂf

Mo concarsions about singularity and non-singularity of & matrix will be reached

n a discussion is fairly complex, it will be divided into parts, accord-
s & ~erain oroperties of the group j.. First of all, it will be assumed through

WX A

1 e group j, contains off-plane satellite points. Otherwise this group
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ith singularity A) discarded) could offer no help in analyzing the singularity of

This g
eleted from X matrix. If this "new" % matrix were non-singular, the observa-

roup together with station 4 could then be completely disregarded and

ons from 1,2, 3 would determine the targets in j, (Z # 0) and station 4 could in

urn be uniquely determined from j4, which is possible in absence of singularity

"
all the targets and the problem would thus be reduced to the one delt with in the

But stations 1, 2,k in this new % matrix could be considered as observing

previous sections. Similar argument would hold for two or more replacements, i.e.,
if j, did not contain off-plane targets, the problem with two replacements would

be éssentially reduced to the problem with one replacement, etc. Consequently,

the group j, will be considered off-plane not only in this section, but also in

all sections dealing with replacements of stations. Next, two basic possibilities

can arise with respect to the group j:

(1) j contains off-plane satellite targets, which is of
practical importance and will be analyzed in section 1.411;

(2) j contains in-plane satellites only; this problem, rather
of academic interest, is presented for the sake of completeness in
section 1.412 and summarized in section 1.431. It can be further
subdivided into the case when all the targets in j, lie in a plane in

general position and the case when these targets lie in a plane which

happens to pass through station k, i.e. , in the plane 7 (see earlier
notation). From the general point of view, nothing essential is

lost if the part of section 1,412, starting with case (a) and continuing
with other rather special cases and lenthy derivations, is skipped;
all the results and conclusions of this section are listed in section

1,413.

1.411 Group j Considered as "Off-Plane Targets'.

Since'singularity A) for station k as well as for station 4 is automatically
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observing off-plane targets., Since
rank E;kxa ?f;cyy '{;kzy

it holds that

Similarly,

8y = ¢4 = 0,

~, ~ ~ : 1
BV A e *’ o] =0
10

~, ~ ~, 1
ay v + alv v+ a¥vy +efli ] =0
1

where the dots can represent row blocks for any number of i stations, For

the remaining a-coefficients to be zero it is necessary that all the remaining

c-coefficients be zero. However, not all the stations associated with the above
sy stem need observe their targets off-plane, 'If one of them, such that its corre-
- sponding row in F matrix of (1,4-12) is independent of the rows f, and f, ob-
serves off-plane targets, the corresponding c-term is brought to zero (besideé

¢y and ¢.). But then the only solution of (1.4-113a) is
by = by = by = 0,

and consequently all the c-terms are necessarily zero. Any station having th
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ghove property is clearly an off-curve station. Since singularity B) has been
discarded, such a station must exist and the discussion is complete. As a
conclusion, in this section the necessary and sufficient conditions for A matrix
peing not singular are: elimination of singularity A) for all the other stations
(besides stations 4 and k), and the property, that at least one of those stations

is off-curve and observes off-plane targets at the same time.

1.412 Group j Considered as "In-Plane Targets''.

Like in all examined cases, due to the group j, containing off-plane targets,

it holds that
a; = ay = a; = 0. (1.4-18)

For the following analysis it will be assumed that
£ £ 0, i.e., Yo # 0, X4 # Xa. (1.4-19)
Due to (1.4-18), one b-term can be eliminated from the first row of (1.4-11a); it

is chosen to be the b, term, namely

_ 2
by = "B bz - ) ba, (1.4~-20)

for which the assumption (1.4-19) was needed. Otherwise, a different elimination

procedure would have to be used. Next, the full system can be rewritten in the

form
X X oy : oz ’ 3 1] 1]
a v + a’ v ot oa % | +begg|:|+hsaf || =0
1 1] 1]
l (1.4-21)
- - - 1 S U
1} 1 ~ ~ ~ 1 1
alpr|ll+alpZ|i|+ 0 afiralvl+alvy | +badp|l| thiar || =0
1! 1) 1 1] L1

where the dots make allowance for some i-stations, and where several s-stations

can appear (here s’, §'). In the above, the following notations have been made:
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. -1 f3
ka = sz' fkl‘t%‘: Chcs = fks fklEil'
£, 4
fz f3 (1,
o = £2-f5F, of = £2-h
4 4

The necessary row conditions for the matrix of (1.4-21) to be non-singulgis

have the rank equal to four, while the others have the rank of at least three:

otherwise the row ranks would not even add up to reach the number of colump

QI{S = qug
1.4-
47 = cqg? (
held, together with
af = cq? (1.4-238

if some i stations were also present.

In the case of

according to (1.4-23). The condition (1. 4-243a) leads to
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(Xa = Xa)(Ve = ¥a) = (Vo= V3) (X — Xa), (1.4-25a)

implying that stations 3,4 and k are lying on a straight line. The condition

g = 0 leads to the equation of a second order curve in (%, yi) = x',
x"Ax +x"a = 0, (1.4-25Db)

penoting a;; as the ijth element of the (2 x 2) matrix A and a, as the ith element

of the 2-(column) vector a, it holds that

a; = 1,

8'222 01
a ~Xa,
X .
8y = 5% [x, - Xa - L& (x,-%5)].
fy N

‘The above curve is a hyperbola, passing tk-lrough stations 1, 2, 3,4 (if the coordi-
nates of those stations are substituted for the coordinates of station k, the
equation (1.4-25b) is fulfilled); it will be called a "special hyperbola". Should
0 =0 and a,® = 0 hold simultaneously, station k would have to lie on the inter-

section of the line given by (1.4-25a) and of the special hyperbola, which would

constraint the location of k to at most two isolated points. Thyoughout in this study, the
policy will be accepted to discard all cases when the location of any station or
satellite point is restricted to some isolated points. Thus, critical configura-
tions consisting of straight lines, curves, and later surfaces will be examined,
With little attention paid to some isolated singularity, even though it may be
easy to compute it; in many instances, existence of such isolated points will
be only mentioned.

With the case (1.4-24b) discarded, the constant ¢ can be expressed from

(1.4-23) as
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s e s iote A3

In presence of station(s) i, the equation (1.4-23a) yields:

(2E2-£262) £ + (E2E) -1 ED R + (WP E2E0 D = 0, (1.4
which gives rise to a second order curve for station i. Upon using (1.4-16a)-

(1.4-16¢c), it is seen that this second order curve passes through stations 1,2

and k. For any station s (here s’ and ), the relations (1.4-23) yield

(E2£2 - £2£2) £5 %v(fffkl—fifﬁff + (frE2-£2EN 10 = 0, L.

closely resembles (1.4-26a)., Both equations (1.4-263a) and (1.4-26Db) would ha
all the coefficients of f, or f, equal to zero under exactly the same conditions
which lead to V, of (1.4-15) having dimension one. Such cases were assumed
non-existent. Upon using (1.4-17a) - (1.4-17c), this equation is satisfied AV
and the second order curve for any s stations is seen to pass through
stations 1, 2, 3,4, and k as well. Thus, the same conclusion is reached with
respect to singularity B) as in the more general section 1.41. In other words,

singuiarity B) occurs when there exist no off-curve stations.

always off-plane targets and station k taken in this section as observing in-pla
targets, three basic cases will be examined. They will be called:
Case (a), when no station i beyond station 4 observes off-plane
targets; thus at least two s-stations must observe off-plane
targets to fulfil the necessary conditions.
Case (b), when one station i observes off-plane targets; thus
at least one s-station is required to observe off-plane targets

in order to fulfil the necessary conditions.
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Case (c), when two stations i observe off-plane targets, i.e.,

when three off-plane satellite groups are observed from stations

preceding station k; under certain assumptions, these three groups

can prove to fulfill not only the necessary, but also the sufficient

conditions for non-singular A.
Furthermore, each of these three cases can be further subdivided into two parts,
one, in which the targets in j lie in a plane in general position and the other,
ipwhich this plane passes through station k, i.e., itisthe plane m. This subdivision
was already mentioned at the end of section 1.41, The first part will be givén
pumber '"1'" and the second number 2", so that at certain point the notations
case (al), case (a2), etc., will appear. As stated earlier, the rest of this section
can be skipped without loss of generality; it is summarized in the following

secion 1.413.

Case(a). Due to the necessary conditions,

1
rank [ vy, Yo, Ve, [: | ] = 4 - (1.4-27)

has to hold for at least two s-stations. It will now be examined under what

circumstances this condition is also sufficient for non-singular A matrix with

exactly two such s stations, denoted as s’ and s". If
afp, + alps + beaf + bsad = T

and (1.4-28)
ar pls‘// + a_gp?// + bzqil/ + bsq:s// = TY ,

then with j; and js containing off-plane targets, it follows from (1.4-27)

and (1.4-21) that

69




and

z —_ —_
a% = all = a% = Gw = 0.

When these two ¢-terms are substituted in (1.4-28), it is obtained:

1

al pr P a7 d7 | |bs
I ' : (
ay D&’ Da | gz de | |bs

matrix to be inverted:

D # 0
where
D= py pr - pepw . (1.439

(The symbol D should not be confused with the one used in section 1.41
to denote other types of determinants.) If it held that D = 0, then (1.4-29

would result in

YY" (K = X)) o = Vi) = VSV (Vo= Vi) (X = Xy) 5 (1.4-20p

which would be fulfilled if:

1) y< =0, station s lying on a straight line through
stations 1, 2.

2) ys = 0, station s” lying on a straight line through
stations 1, 2.

3) Stations k, s’, s” lying on a straight line (of any
direction).
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e analysis in this fashion can proceed only if the above three conditions
- are eliminated, which is hereby assumed. The solution of (1.4-29) can be

" then written as

al = u bz +uzhe

(1.4-30)
ay = vibz +vabs ,
where
1
w =3 (p2+ a2 - a2 Pa”)
- .1.. 2 .3 3, 2
i =4 (P ds” = A< Pe ) »
1 (1.4-31)
V1=5(@p?~ﬁq?),
— .]_"- 3 1L 1 3//
Vgp = D(qs pe — pgds” ) -

These terms can be further developed and the following identities made:

(Dy ) wm = £t
(1.4-32)
(Dy ') va = £t
where
t =G £y - BE
thus
U - "fé;- Vi -
X
Further,
(D v, g =252 f5r + (B3 - &2 fhry 2 £ L1 £,
(1.4-33)

(D yfyve = - £ (@0 for = f/55)-
When the relations (1.4-30) are used in the row block for station k in the
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system (1.4-21), it is obtained that

where

= roz % o 2
M=[ve , ,yvy + vivy +4q;

"1 1
Tl wevEHvey) +ap | |1 (142
1] 1

L

It is easy to show that when

rank M = 3, (1.4<

then A matrix is non-singluar. Clearly, when (1.4-35) holds, then the on

solution of (1.4-34a) is

But then

from (1.4-20). Thus all the b-terms and consequently all the c-terms are

equal to zero. Since singularity A) is assumed to be eliminated as a

must be equal to zero as well, which completes the proof for non-singula

ot

A.
It remains to examine the rank of matrix M. If the conditions for

rank M < 3
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¢ found and eliminated, then the sufficient conditions for non-singular
r

! pave been specified. If (1.4-36) holds, then

M| =0, (1.4-37)

! 3
: ul(Xl"Xk)‘*“Vl(Yl‘yk)+Q§lu2(X1“Xk)+V2(Y1"Yk)+qk
' . 3
Zz: u Xe -%y + V1 (¥2-YW +qf Il Upg Xz~ Xy) +Va (Yo-¥W +dy | 0. (1.4-38a)
| |
L w - x) F V(Y mYY tar (ua(X-xY + V2 (Y -y i
|

ere (X1, Y1, Z;) and Xz, Yz, Z3) denote the first two targets in j, (Jy, and
2l while the variable point (X, Y, Z)stands for any further target in j,.

he above relation represents the equation of a plane in (X, Y, Z), which
1sses through Jiy and j, (the equation is fulfilled when the coordinates of

. or j, are substituted for variable point). Upon performing the obvious

(uivalence operations on (1.4-38a), it becomes:

I
Zy | Wi(X-xy) V(Y +ye) + g

i

| e (K1) +Va (Yamyy) + 0
Zz = Z1 ) W (Xe-X;) +Vy (Y2~ Yy) f U Xz~ X)) +Vz (Yo~ Y1) =0. (1.4-38D)

|

I

|
z -7, { U (X -Xy) +v (Y -Y;)

Uy X-X,) +va (Y -Y,)

¢ second and third rows in this determinant are dependent if it holds that

X-X% _ Y-Y _ Z -7,
Xg" Xl Yg"' Y]_ Zg"' Zl ’

w

«» if any further target in j, lies on the straight line connecting Jxy and

Consequently, (1.4-36) holds and A matrix is singular whenever all

w
-

1124

targets in j, lie on a straight line.
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From the form of (1.4-38a) it is also clear that | M| = 0 wheneve
‘ 3 2
Y2 = Oy, Va2 =cvy, and g =cgy . (1.

Then the third column of M is the c-multiple of the second column
identically for any X,Y,Z. The conditions leading to (1.4-39) will be now
examined in detail. First, the case with q2 = ¢2 =0 is discarded in
accordance with (1.4-24a), (1.4-24b), aﬁd the discussion' which followed,
With ¢ =q2/qZ2, the relation (1.4-39) yields two conditions:

Wwqy = uqd

Vfo = viqy .
The first condition leads to
(fofer- BERR) o + (EPELE + 90200 - REPE - 2200 4
+ G - BPE 20 B = o (1. 4-40a)
and the second condition leads to
(e 767 - L2080 - B2 42820 + £262820) 1) + (B £ £ £ Ep B0 ) f30 +
v (E i h - B2 1% = o, (L.4-40b

Both (1.4-40a) and (1.4-40b) represent a second degree curve (in general

different from each other) for s”, passing through stations 1, 2, k, and s',

this follows from (1.4-17a) and from the fact that £," = f,’ whenever s”= 3,

e

Unless (1.4-40a) and (1.4-40b) represent the same curve, a common solutio

for s” would be restricted to some isolated points. Accordingly, such case
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will be discarded. Should the above two equations represent the same curve,

it would have to hold identically (for any s” ):

(B ~ £212) 2/ = o[ (B fy - £ £7) £2/ + (£ 2 - £2e1) £/ ], (1.4-41a)

(B £ - £510) £30 + (RE) - £162) 120 = o (1162 - £281)50 (1.4-41b)

(£ £ - £287) £2 = o ((Pfy - £ E5)Ex . (1.4-41c)
Since

£5f2 - 21 £ 0,

(due to the earlier specification that qf # 0) it follows from (1.4-41c) that

f20 = - cfl . (1.4-42)

Apart from the cases when y,/ = 0 which was eliminated in (1.4-29b%Y)

due to D # 0, or x,’ = Xy, it follows, when (1.4-42) is substituted to either

of (1,4-41a) or (1.4-41b), that
(05 - £158) £ + (B 88 - £1£2) 8% + (8242 - 2£2)8% = 0 . (1.4-43)

This is the equation of a second order curve for s, passing through stations
1, 2, 3, 4, k(if the substitutioné are made for f, * according to (1.4-17a) -
(1.4-17c), the equation (1.4-43) is fulfilled). With this specification regarding
station s 'made, the conditions for station s” can be further examined. If

"=3 is considered in (1.4-40a), then (1.4-43) is obtained (multiplied by -2 )
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and the curve (1.4-40a) is seen to pass through station 3. If g’ = 4 is
considered in the same equation, then two terms are obtained: one whi
was already shown to be zero in the substitution s =3, and the other W
yields again (1.4-43), multiplied by -£°. Similar conclusions hold if th
equation (1.4-40b) is used with the same substitutions for s’ (leading to
(1.4-43) multiplied by f; and f£7'). Thus it has been shown that for |
(1.4-39) to hold, both stations s’ and.s” would have to lie on the Same
second order curve passing through stations 1, 2, 3, 4, k (except for some
special cases which were discarded). In other words, | M| =0 would h6id

identically for any X, Y, Z if s’ and s” were on-curve stations.

| M| =0 would hold identically for any X, Y, Z. Such conditions would
imply that

in the equation of a plane for X, Y, Z, given as
aX +bY +¢Z +d = 0.
First, the following notations will be made:

an = WXy - %) F V(Y -y,) +qp, (1'4"-;453

B = WX~ X,) + vy (Ya-y,) +q2, (1.4-4
8z = Ug (Xy = X) + Vo (Yy-yy) +aP, (1.4-48

azg=ug(Xg-‘Xk)+V2(Y2-yk)+qf. 1.4 §

The conditions (1.4-44) yield respectively, upon considering the equation

(1.4-38a):
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Uy (82123 - agZ,)
Vi(anZs - axZ,)

118

qf(amze ~axZ,)

vhen these four equations are further developed, the first combined with the

hird, and thé relations (1.4-45a) - (1.4-45d) considered, the following results

ire obtained respectively:

[(Y1=Yx) Z2 = (Ya=¥i) Z1] (W Vo= Vil) + (Zo- Z1) (1,93~ 92 ug)
[(X1= %) Z2 = (Xg = Xy) Z1] (V2= VqlUg) + (Z1- Zp) (v103 - g2 vy)

[(X2 %) (Y2 =¥i) = (Y17 ¥y) Ke= %) ] (Vo ViUa) + (X~ Xa) (0,3~ g ug) +

[(X1- %) Za~ (Xz-%y) Z1] (W Qg ~qFUa) +[ (Ya-Fy ) Za= (Ya-3) Z1] x

Zy =175, the discussion is relatively simple.

is obtained:

= Va(apZs-apZ,) ,

= 8yl ’

= Clka(anze' a12%4) -

uz(allzz = a1pZy),

1

0, (1.4-46a)

Il

0, (1.4-46b)

+ (Y1-Yz) (V145 - 9fve) = 0,  (1.4-46¢)
3 2 - .

x (Vide ~QeVa) = 0.  (1.4-46d)

From (1.4-46a) and (1.4-46b)

m these, it holds in general that

her of the equations (1.4-46c) or (1.4-46d) yields in general:

(Y1~ Y2) (yve - viup) = 0

(X1 - X)) (Wyva -vyup) = 0
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?r'QmEm

- Vo
Vi

Z,# Zz. From the equations (1.4-46a) and (1.4-46b), it is obtained:

W05 - qfUg = —cy(WaVe - Vily) , (1.454%
ulqg - qsvz = Cx(uyva- v lp) , (1.4
where

are used, and therefore, do not have to be considered anymore. Finally,

(1.4-47a) and(1.4-47by can be rewritten as

Uy (G +CyVa) = Uz (9 +c,vy) (1-4"438_,”3

and

Vl(q?'*'cqu) = Va(qg +eCxuy) . (1.4~
Clearly, these two equations hold identically, whenever

— —_ 3 _ 2
Uz = CUy, Vz=cVvy, and q, = cqg ,

which is the familiar expression (1.4-39). Otherwise, each of them can b‘ |
shown to represent a fourth order curve for station s”; in general, they ar
both fulfilled for station s” located at their intersections. Since these areé
isolated points, they will be discarded from further discussion. HoweveT

ek

before dismissing the considerations connected with the-fourth order curves
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© of (1.4-48a) and (1.4-48b), it will have to be found out when these curves
may coincide. They can be both written in terms of £, fsz” , 12, ( fsl// )2,
£ f2, etc.; in order that they coincide the coefficients of the same powers
in the variables, and therefore also in Vthe terms f;7, f,7 x fs7, would
haive to be constant multiples of each other. When only the terms fy» y f.#
are considered with ¢ denoting the multiplication constant for the above

coefficients, relations of the following type would have to hold:

oyls [~ 5 E2 £ + £ (£21)7] = coy [£2 (2 ) - £2£20£31]
: (1.4-48¢)

Altogether, there are five equations of this type, pertaining respectively to
the coefficients of (f5")%, fjuf, £l s, (£7)2, and £% %, since there are

no terms (f” ¥ in either of (1.4-48a), (1.4-48b). If

cy # 0, (1.4-48d)

then
c = &g}

Cx

satisfies all five relations (1.4-48c). Considering (1.4-4770), the constant c

tan be written as

o
il
P e

i . (1.4-48e)

Jnder certain circumstances (namely, when xx has a specific value of

21Xz = Xy Zz)/ (Za - Z4)), it could happen that
Cr=a, =0 . (1.4-48%)

ut then the relations (1.4-48c) would finally lead to the following conditions
rog’,
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£
£
~
+
<O
!
£,
Pty
m\m
i
<o

%
:;3_.
L
bt
=0
-+
(o]
]
o

curves); such cases are discarded according to the earlier statements.

Consequently, only the expression (1.4-48e) will be considered in further
investigations. Next, the coefficients of o, £, and £ of (1.4-48a)
and (1.4-48b) will be compared. Using the same c as in (1.4-48c), it
has to hold:
Q£ - afff = c(aifi - af f37), (1.4
QLY +al ity - AR £ = cqRfy (L.
and

aefrfy’ = caffy . | (1.4-48))=—

For qZ such, that

Chcz £ 0, (1-4"48”: '
the equation (1.4-48i) gives

L ! 3
c = E——ﬁ— (1.4~

£
In this approach it is assumed that x,/ # x,; then ff, # 0, since ys #

is assumed throughout. With this ¢ substituted in (1.4-48g) and (1.4-48h)

the following relation is obtained for station s’:

(Qoff - qffd) £ + (-qlth) 2+ @@ 8B = 0. (1.4
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p the other hand, the comstant ¢ from either (1.4-48e) or (1.4-48k) must

; the same. Consequently,
ayfsl/ - a s =0 (1.4-48m)

ust hold. Since y, # 0, this expresses an equation of a straight line for
!, passing through k and having the direction given by

a

= 2y

tg o a,

.ee earlier notation); as a matter of fact, this line is exactly the line <,
:nerated by intersection of the plane m and the plane of ground stations.
nce (1.4-481) and (1.4-48m) both give the conditions for station s’, it

ould restrict s’ to isolated points unless the two loci coincide. But for

at to occur, it would be necessary that

aifZ - q2ff = ca,,

qgfé% = Eaxy
d

gty = 0

¢ satisfied (for some constant T), giving immediately

g2 = 0 (1.4-48n)

axf‘l-z - ayﬁkl

i
(e

(1.4-480)
he case 2 = ds = 0 had been discarded.) However, with g2 = 0 the - -
lUations (1.4-48g) - (1.4-48i) hold identically for any s’ if

c = £,
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which then replaces (1.4-48k). Equating this constant ¢ with the one give
by (1.4-48e), one gets again the expression (1.4-480). Since y. # 0,

(1.4—486) can be finally written as
ByXg ~ Ayg¥4 ~ (ast - axYS) =0,

which is an equation of a straight line for station 4, passing through statii
3. TIts direction is given as
a
t = —¥
go 2,

which means that the line is parallel to the line 4. On the other hand,

(1.4-48a), or (1.4-48b). However, this would be a very special case.

important conclusion can now be made: except for some special cases,

were satisfied, i. e., only if both s’ and s” were on-curve stations. h
Case (al). According to the above conclusion, it is clear that | M| =0 do
not hold identically for any arbitrary plane. It holds only for a special

plane is given as
aX +bY +cZ +d =0 (1.
where the coefficients are found from (1.4-38a); theyvare:

a = (8g Uy~ a11Up) Zg + (812Up ~ 82Uy ) 4y,
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= (Agn V1~ a17V2)Za + (ApVe~ axVy )21,

(=2
i

(1.4-50)

C = 8pdg — dpdn

(=}
l

= [En (XyUg ”"Ysz“qg ) ‘221 (% Uy +kal—q\?)] Zg + [Ea (XyUy + Yle‘C{f) -

T A (XyUp +YkV2“q§>] Zy.

ase (82). Suppose that the plane of j, passes through station k, i,e.,

. ia the plane 7. It will be examined under what circumstances the
ritical plane generated by | M| = 0 and the plane 7 can coincide assum-
ng now that j, does not contain all the targets in a straight line. When

rey are avoided, matrices M and ?{ will again be non~singu1arv. With
Xy¢s Yo 0) substituted for (X, Y, Z) in the equation (1.4 - 38a), it would
ave to hold that

Z3 : 'ul(Xl—Xk) +V1(Y1"yk>+q§ : UQQ{I'XR)'*‘VE(Y].—Y\()'*‘Q}?
i i .
| !
Za 1 Uy (XamEy) +Vi (Yo~ Vi) *0¢ 1 Up (KoXu) + Vo (Ya-yi) +ai | = 0 ,
[ |
0 | ay ! as
hould the plane | M| = 0 and the plane 7 coincide. (qff and g can be

liminated from the first two rows by equiValence operations.) This is

Juivalent to the equation

axa, + aya, = 0 (1.4-51)
here
- 3 2
8y T U qy — Ugqy , (14:"513.)
- a 2 '
Ay TV1Qy ~ Valdy (1.4:"51}3)

d where a, and a, were given by (1.4-14a) and (1.4-14b).
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Before considering (1.4-51) in general, some special cases, the most'

important being

will be investigated first. If

a, =0,

it is obtained upon considering (1.4-32) and (1.4-33):

@@L - af ) fr +[-qf 8 -2 (R - £ 00 ] Ei+qP B EY = 0 (L.4m

which represents a second order curve for s”. Using the now standard
approach of examining through which points a second order curve passes, :
it is seen that the curve given by the above equation passes through sfatio
1, 2, k, and s’. (The same curve is obtained in terms of s’, i.e., when ‘
all the elements associated with s’ and s” are interchanged; the curve
would then pass through 1, 2, k, and s”.) Using certain previous stipulations
(i.e., & # 0 and eliminating of the conditions (1.4-29bY) which cause D =0
and discarding cases when some of the stations would be restricted to

isolated points, only one special case fulfilling (1.4-52) may arise; it is
the case when stations 3, 4, and k lie in a straight line parallel to the
line connecting stations 1, 2; then qZ = £° = 0, and the equationis satisfie
identically for any s/, s”. Otherwise, (1.4-52) represents a general second

order curve. When

ay =0

is considered, it is similarly obtained:
(0 o = alBfy + a2 - aifi Ry = 0 . (1.4-83
The same comments can be made with respect to this equation as those
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| made when (1.4-52) was coﬁsidered, except that now (1.4-53) is not

satisfied identically when qf =f2 = 0. Should the condition
a, =a, =0

pe fulfilled, station s” would be in general restricted to some isolated
points, generated by simultaneous solutions of (1.4-52) and (1.4-53); they
are intersections of two second order curves represented by these equations.

Again, such cases are discarded unless the two curves coincide; if that is

the case, the corresponding coefficients in (1.4-52) and (1.4-53) are com-
pared the same way, which lead to equations (1.4-48g)- (1.4-48i) and
exactly these same equations are obtained now. In this manner one
arrives again at the equation (1.4-481). Since s’ and s” were mutually
interchangeable, the same curve as that represented by (1.4-481) would be
obtained for either s’ or s’ to simplify the derivations, any of these two
stations will be denoted as s and the corresponding f-terms as f; When
~qkz and q.° are substituted from (1.4-22) into (1.4-481), the second order

equation for s is obtained in the simpliest form:

12 - 8260 ) £,/ + G E2- 88 6,2 + (2£)- 2822 =0 .

The second order curve for s represented by this equation is seen to pass
not only through stations 1, 2, k, but also through stations 3 and 4. Conse-
quently, it can be said that when both stations s’ and s” are on-curve stations,
then a, = a, = 0 holds.

Other special cases of (1.4-51) are easy to formulate and will be mentioned

only briefly. If

then a constraint for the x-coordinate of station k is obtained, namely
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If

it holds similarly that

ZlYe - Y-;Zp
YK Zg_zl

il

-

in addition, (1.4-52) would have to be fulfilled. If Zs = Zy, (1.4-55) would be
replaced by Y1 =Y,. Finally, if

a,=ay = 0,

tl}en, k would be constrained to a prescribed point with .the coordinates such
as given by (1.4-54) and (1.4-55); as usual, this case is disregarded ( if it also
held that Z, =Z,, this would mean that Jey =Ju, » Which obviously is not true).

The general consideration of (1.4-51) again leads to a second order curvej’

for station s”. It has the form:
(2@ £/ - ay” B 17) +a, (qp £ 3 qR 52 620) £ +
+ lac[affe - 2@ -2 )] +a,qP tF £+

+ (axqffa,lff’ - ayqff‘}} f;‘l)f'g// = 0.

This curve passes through stations 1, 2, k, and s’ (Station s’ and s” could,

be again interchanged). Considering the earlier assumptions and disregarding :

certain special cases according to previously mentioned specifications, only
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, further special case will arise:
gl =0

retheT with

1l

aff-afs =0,

plying that stations 3, 4, k, lie in a straight line of the prescribed
section '

a
tga = =%,
ax

sardless of s’ and s”. Obviously, it is the line <. Consequently, the
lation (1.4-51) is fulfilled identically for any s’, s, if stations 3, 4, k

. on the line 4. Otherwise,(1.4-51) leads to a secondorder curve for station s’

pressed as
x"Ax +x7a = 0 (1.4-562)
th the elements:
4, =1,
1G
12 T821 7 5 "('31‘ ’
G
B = a‘?“ ) (1.4-56b)
ay = ~XZz »
G
d =
ap =

ere

G = q2t} (a fr-a,f) ,

G, = ax(qgf‘f‘ﬁ' - q fi f31) + ay(qgﬁi?'“Q§ﬁﬁ') )
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Gs = ay[-ae 21 - qp (i for - £28)] +a,qy &,

and 1
Go=ax [ (~qt2fr + 226 ) x, + [af 825 +q2(EL B - 1)1y -

: X
- g2 £ "};‘L (e~ Xo) Jta, [ (a2t B +qp i B )% - ap L fe Yy +
k

X
+ Q2 £ £ ;,—’: X~ %2)] .

In conclusion, it can be said that the plane corresponding to | M| =

by (1.4-56a) - (1.4-56¢). Of the special cases, the most significant was the'op
characterized by stations s’, s” as being on-curve stations. But for such
configuration | M| =0 was fulfilled identically for any X, Y, Z and, there
it had to hold for plane 7 as well; this case thus provided a useful verif:
cation of the earlier derivations. A quite important special case also ariseds
when stations 3, 4, k lie on the line 4. Finally, when station s” does ng
lie on the above curve and none of the special cases occurs, ]M[ =0 doe

not hold and M and A matrices are non-singular.

for at least one s station, i.e., the corresponding j. will have to contain

off-plane targets (in addition to j. and js). It will be examined under what

exactly one such ‘s station is observing off-plane targets. With this statiol

denoted as s ', it means that

1
rank [vy, Vi’ v,

fmd ® o0

Due to the j, and js (containing off-plane targets), it holds that
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af = al =af = ¢ =0, (1 4-58a)

as*=ag'’=as = =0 . (1.4-58Db)

ysing the first two rows in the system (1.4-11a), b1 and b, can be expressed as

i;onows:
b . L f42 - A a
1 R £
= bs . 1.4-59
b, A R ( )

For the unique solution to exist, it has to hold for the determinant denoted by D

g8 in previous sections) for the matrix to be inverted:

D#0
where
D= f & - £7f5 . (1.4-60a)
For D=0 it would hold that
Ya¥s (X4 =~ X3) (Y5~ Ya) = YaVs(Va~V3) (Xs~X3), (1.4-60b)

Which would be fulfilled if any of the following occurred:

1) y, =0, station 4 lying on a straight line
through stations 1, 2.

2) ys =0, station 5 lying on a straight line (1.4-60b ')
through stations 1, 2.

3) Stations 3, 4,5 lying on a straight line
(any direction).

89




These three conditions will be assumed eliminated. The solution of (1.4-5§

is then given as

b, = gbs,

ba = hbss

where

g = -1 (5% - £5),

jon
i

S (EE-E )

Expressing c, and c,/ from the system (1.4-11a) and using (1.4-61), it i'

found that
Ck = tkbs,
¢y’ = t:'b,
where
t, =gf, +hf2+12, _ (L,
t =gf’ + hi¥ + £/, 1.

With these notations, the system (1.4-11)can be written as

1
i

akx V}’: + a,ky sz + ak V; + bstk S
1
x ll " + Yy 2 1 X2 < Xs Ye Y7 Z, .27 ! 1 -
agps’|¢ ay Ps Pt 0 +afve taglvy tasl v + bats’ |1 | 7
1 1 |1

an obvious fashion.

At this point, it will be examined for later use under what conditions

t, = 0 (
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ts /=0 (1.4-66)

can hold.  The condition (1.4-65) leads to a second degree equation in Xy Voo

ey
(55 -1088) 0y + (B85 -0 ) £2 + (FPfd-£208)82 =0 . (1.4-67)
Since
fy = 0 whenever k =1, 2, 3,
£, =1, if k=4,
(1.4-68)
and

fo = f; if k = 5,

“the second degree curve for station k corresponding to the above equation is

seen to pass through stations 1, 2, 3, 4, 5. The condition (1.4-66) leads to

G - L2820 + (-7 1)1 + (228 -£122) £ = 0. (1.4-69)

It is clear that the second order curve for s’ represented by this equation
Passes through stations 1, 2, k. If f,’ were replaced by f, or fz , the
tquation (1.4-69) would hold. Since (1.4-17c¢) would have similar form with

teéspect to station 5, i.e.,

fB:fs"'bﬁ@’ b:"y‘i if 855,.
Y

it follows that (1.4-69) holds for s'= 4 and s’ =5 whenever it holds for
I
$ = 3; but this happens only if (1.4-67) is satisfied. Consequently, the
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where
a;; =1 ’
diz T ag T 'él’ % s
ay = ~Xg
a; = % Xy — %Yk-‘ ;:' (e~ Xa)
and where

‘ | D, = £££ - £°£2 ,

28 - 5 .

&

to (1.4=57), the selution of

x
ras/
~J —1‘ asy,
X N}’ ~z .
[V, ver, Vg, : ] z = 0
ast
.1
LC

- is given as

1 .
—n X y . .2
C=a,ps + ay pg/+bats’




en from (1.4-64). From here, the coefficient bs will be substituted in

first TOW block of (1.4-64); namely,

1
ba= -4 (afps’ + 2 ) (1.4-72)
Z
Ay
M |af |= 0 (1.4-73a)
. 2
here
- e |1 ¢
M= [V;’, Vi ~ Ps’ J/ . 9Vy"p§l "k,]- (L 4-732b
ts 1 ts
scessarily, it has to hold that
tys £ 0 (1.4-74)

that s’ cannot lie on the second order curve described in (1.4-69) through

,4-70c).

Again, it is easy to show that when
rank M = 3 (1.4-75)

lds, A matrix is non-gingular. The only solution of (1.4-73a)is then

af =a] =ag = 0; (1.4-75a)

st hold due to (1.4-72) and (1.4-61). Thus, all the c-terms are equal to

ro, and since by necessary assumptions singularity A) is supposed to be
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eliminated, the a-terms associated with any i and s stations added to tha

system (1.4-64) would now have to be zero (for stations 4, 5, k, and g
the trivial solution for the a-coefficients was already demonstrated in (1; 4 :
(1.4-58b), (1.4-75a), and (1.4-71), respectively). This completes the mef

for the non-singularity of 'X matrix.

It remains to examine the rank of matrix M. If the conditions for
rank M < 3 (1.

are found and eliminated, then the sufficient conditions for non-singulay X 8y

been specified. If (1.4-76) holds, then

M| =0, (1.4
which is
1, be 2, by
Zy Xl’xk"ps 7 i Y1~ Y- Ps ;
1 ts i tB
’ £ t
1 ! _
Z2 ; XE-Xk—pSI _gﬁ, : YE—Yk_ 82,—1-::', - 0 ’ (1-4"
I
t ' t
Z . X -x,-p¥ o5 Y -y - pelE
. ts tq

above relation is the equation of a plane in (X, Y, Z), which passes through .

Jy, and Jg,-  With the same equivalence operations which lead to (1.4-38b),"

(1.4-78a) now becomes:

I i ty
Zlin-xk-pi’—tLI L Y -y, - i,{‘;
1 8 | 5
i
Z2-71 | Xp- X, » Ya-Y, = 0 . (1.
1 i
! i
Z -7, X - X, LY - Y,
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: A“gain, the second and third rows are dependent if any further target in j, lies
"b;l a straight line connecting jk1 and j“a . Consequently, A matrix is singular
whenever all the targets in j, lie on a straight line.

: Next, the conditions will be determined under which | M| =0 holds
jdentically for any X,Y,Z. As seen earlier in (1.4-44), such conditions

would imply that
a=b=c=d=0 (1.4-79)
in the equation (1.4-78a) of a plane for X,Y,Z, written as
aX + bY +cZ +d = 0.

t cannot happen when Z, = Zz, since (1.4-79) would then lead to Jig = ey,

thich is not true. When Z, # Z2, then the conditions in (1.4-79) imply that

- t
Xy + pa’ EL/ = ky
g
ind (1.4~79a)
2/ Ek.. —
Y™t Pe b T ky ,
-7 Zio — 7
there k, = M and k= _Y_l..._‘?.___.._}_g:_? (1.4-79b)
Zg - Z]_ ZE - Zl
he relations in (1.4-79a) can be expressed as
[Ve(Vem k)81 &/ + [V (Ve—Ky) h= b ] £/ + [y (ye-k, )] £/ =0 (1.4-80a)

[V (Xe~ke)g-ty] £2 +[Vy (Xe-K,) B] £/ +[y (- k)] £/ = 0, (1.4-80b)

3 7 . 7 .
hich Tepresent two second order curves for s'; in general, s is restricted
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to some isolated locations, unless the two curves coincide. In the latter

it would have to hold according to the now standard procedure:

Ve (V- ky)g = c[yu(xe-ke)8 ~ ty]
y (K_ky)h—tkz C ¥y (Xk- kx) h,
Y(Yk-ky) = CYp(Xe—Ky) -

Whether
%, = ky and v =k, (1.4

holds or not, the above equations are fulfilled only when t,=0, i.e., when
station k lies on a second order curve through stations 1,2,3,4,5. But, the
(1.4-81) would have to hold due to (1.4-79a). These two conditions for k
are either impossible or restricting station k to an isolated point and will

be therefore discarded. Consequently, | M| = 0 cannot hold identically for ‘
a:;'bitrary points X,Y,Z.

Case(bl). According to the above conclusion, M| = 0 holds only for a
special plane, called critical plane, which can be computed from (1.4-78a)

and avoided. Matrices M and 'X will then be non-singular. The equation 0

the critical plane is given as

| aX +bY +cZ +d = 0 (1.4-8!

where the coefficients are found from (1.4-78a); they are:

e
1

t
Y1Za- Z1Ys - (V+P'T5 ) (Z2-Z1)

Stsl

t
Z,Xp- XyZa+ (Ry +Pal4f‘::‘,' (Z2z-24) ,




t t
c = X1Yo- Y X+ Vit p?'%'k? J (X - Xy - (Xk+pi-lﬁ) (Yz-Y1),
8 8

Qs
I

t t

= (Ve tPe 5 ) (Ka Zo - Ty Xg) = (Xt B! 7) (YaZa-ZaYa) . (L.4-82a)
8

gse(b2). Suppose that the plane 7 is now the plane containing all the targets

1 j, and that all the targets in j, do not lie in a straight line. Should the plane

#| = 0 and the plane 7 coincide, it would have to hold that

Zl E Xl - Xk ! Yl - yk‘.
. 1

Zz : Xg - Xk : Ye - yk = O .
I t, t

U e S iy
. g8 t S

'henever y¢/ = 0 or t, = 0, this relation holds, since the third row inside
e determinant contains only zeros. In general (y;/# 0, t, # 0), the above

yuation holds if

axfe’ = a,f’

i satisfied, which yields:

Xeldy = Vs'ay — (Xyy ~Yieax) = 0.

ut, this is the equation of a straight line for station s’; this line passes

rough station k and its direction is given as

=&y
tgo 2,

hich means that it is the line 4. Consequently, | 1—\7[] =0 holds in any of

¢ following three cases:
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1) y, =0, station s’ lying on a straight line through
stations 1, 2.

2) Station s’ lying on the line 4.

3) Station k lying on a second order curve through
stations 1,2,3,4,5 (i.e., & = 0).

Otherwise M and A matrices are non-singular.

off-plane targets. Therefore,

Ci =Cs =¢Cg =0

holds, which is also true for the corresponding a-terms. If station 6 lies’g‘o

not imply that all three b-terms in the system (1.4-11a) must be zero.
It would then be possible to express b; and b, in terms of b, and the

analysis would be carried out the same way as it was done for case(b).

curve through stations 1,2,3,4,5. This gives for the b-coefficients:
bl = bg = bs = O

as the only possibility, making all the c-terms equal to zero. With

singularity A) eliminated as a necessary condition, all the a-terms for

stations i preceding station k are zeros. The system (1.4-11) is thus

reduced to

xf\‘ ~ z’\.l
ax vy +a)v) +a Ve . =

1 1
ax 1 . + y .2 . 0 xS x yIy z7 2 .
x Ps : Ay Dg : + + ag vy +ag v, tag vy =
1 1




i

R

;Jbel'e any number of s-stations can be used.

wﬁg_l_h When the targets in j, are not in plane with station k, then it
hOldS that

~ ~

rank [vF, vJ, vi] = 3, (1.4-86)

which‘forces the three a-terms for station k to be zero. Due to singularity
A) eliminated, also a-terms for all s-stations must be zero which thus brings
gll the a-terms and b-terms to zero. Accordingly, X matrix is always non-

gingular in this case.

case (c2). When the targets in j, lie in the plane 7 (as a special case they can
also lie in a straight line), the relation(l.4-86) does not hold and a-terms for
gtation k are not automatically equal to zero. If the rank of the second group in
(1.4-85) were less than four,the system (1.4-85) would not have to have the tri-
vial solution and A would be singular. Thus,at least one of the groups js will

have to contain off-plane targets. If the corresponding s-station is such that it

lies in a straight line with stations 1 and 2, namely

hen it holds that

ps =pi =0 (1.4-87)
\nd the a-coefficients for this station must be zeros. But that leaves the
-coefficients for station k unchanged (not necessarily zeros). Therefore, it

vill be assumed that

ys # 0,

vhich means that (1.4-87) cannot hold (unless s =k which is not true). Since
* 18 assumed off-plane, it holds that
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where

it is further assumed that

pe £ 0, ps # 0

From (1.4-88a) and (1.4-88b) it follows that

X—-
aky= _a;c._a._.__k_ ;
Ys = ¥y

when substituted in the first row block of (1.4-85), this yields

= -8y
i M Lakz—j = 0
where
= X. = ~ ~
M: X - .11 Yy VZ
[ Vs = Ve *° k1o
or
X = X !
Xy =Xy = - Z
TR Ty Y1~y : 1
|
— X~ X |
i M = | Xg=x, - (v, - y,) ! Zs ]
Ye = Yx |
- . |
X, = X |
X -2~ -y,) | Z
N Y~ Vg

here, the coordinates X,Y,%Z) can denote any point in 7.
Clearly, when it holds that

rank 1\:—/—I=2,
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matrix x is non singular. It follows from (1.4-90a) and (1.4-89) which

el
the a-terms for station k to zero, from (1.4-88a) for station s, and
froﬂl the fact that singularity A) was eliminated (for any further station s).
it is then sufficient to specify when (1.4-91) does not hold and to avoid Such

cases; pamely, it has to be found when the determinant of an (2 x 2) submatrix of M is

equal to zero., For the first such submatrix, one would obtain that

Xs 7 Xy Xs ~ Xy
- X Y Zq = [Xy =Xy~ Y Za,
[Xz %~ Ve - Vi (Yz-y4)] 1 [ 1 Ve - Vi (Y1-¥y)] Z2

, after some algebraic manipulations:

| X1~ Xy Y,- Vg Zy
Xg— Xk Yz—yk Zg = 0 3
g = Xy Ye = ¥y 0

which stipulates that station s lies on the line 4. The same results would be
obtained for any other point in 7 replacing j, or jrgs in other words, with s on
the line 4 the above determinant is equal to zero with any two targets in .
‘ As seen above, if s is such that it lies in line with stations 1 and 2, or on the
line 4, then the fact that j, contains off-plane targets is not sufficient to make
X matrix non-singular. In order to achieve it, sﬁll another satellite group
would have to contain off-plane targets. As demonstrated earlier, any such
group would be of no help if y, = 0 held for the corresponding station. There-
fore, only y, # 0 and the corresponding j, will be considered. Suppose that two
such satellite groups are denoted as j/ and j#. If any one of the stations s or g”
is such that it lies on the line 4, the corresponding group j, alone can be of no

help to make & non-singular, as seen from the above derivation. If both stations

lie on 4, then, necessarily,

XK XX
Yo'~ Yk Vo =%

holds and the relation between a* and &’ is unchanged; it remains such as given
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by (1.4-89). The solution for the a-coefficients for station k is then the samy

whether one or both stations s are used. This means that no matter how mgy
s-stations have their satellite groups off-plane, as long as they all lie on the
line 4 their contribution cannot make & matrix non-singular.

Consequently, 1\=/1 and & matrices are non-singular if there exists such g
station observing off-plane satellites, that it is not lying on the line con‘necting‘
stations 1 and 2, or’'on the line 4. (Using the earlier terminology, one could
also say that singularity A) for station k should be eliminated with respect to
that particular station s.)

1.413 Summary for Group j. Containing ''In~Plane Targets'.

In this section, several most important conclusions will be repeated in ord
to summarize the whole of section 1.412 which deals with the group j, containing
only in-plane targets. The necessary conditions for non-singular x matrix were
such that at least two satellite groups besides j. had to contain off-plane target;
that singularity B) did not occur (all stations lying on one sécond order curve),
and that singularity A) was eliminated (it would occur il for stations other than
the corresponding satellite groups lay in one plané through that station, and for
station k, besides the case of all targets in j, and js lying in one plane through k
called plane 7, if in addition to the targets in j, lying in 7 all stations s would lie,
on the line ¥ generated as intersection of the plane 7and the plane of ground
stations). To stipulate sufficient conditions in order that & matrix be non-sing‘u-_i
lar, the distinction was made whether the group j. lay in a general plane, or in
the plane 7 (passing through station k and including the configuration when all the’
targets in ji lay in a straight line). When a general plane was considered the
cases were examined with the following satellite groups off-plane: js, js and ji’
called case (al), js, js, and ji' called case (b1l), and js, js, and js (station 6 not
lying on the second order curve through stations 1,2, 3,4, and 5) called case

(cl). Assuming that singularity A) does not exist, the necessary and sufficient
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,onditions for & matrix to be non-singular were found to be:
In case (al) to avoid such plane for j, as given by (1.4-49)
and (1.4-50), and of special cases to avoid s’ and s” being both
on-curve stations (i.e., lying on the second order curve through
stations 1,2, 3,4, and k).
In case (bl) to avoid such plane for j, as given by (1.4-82) and
(1.4-82a); further, to avoid station s’ lying on the second order
curve through stations 1,2,3,4, and 5, in case that station k
lies on it, otherwise the curve to be avoided for s’is given by
(1.4-70a) - (1.4-70c).
In case (cl) no further specifications were necessary.

When the targets of j, lay in the plane 7, the same satellite groups as above
'ere examined and the analysis correspondingly divided into case (a2), case (b2),
nd case (c2) with the same stipulation for station 6. Assuming again that singu-
writy A) does not exist, the corresponding necessary and sufficient conditions
ere found to be:

In case (a2) to avoid station s lying on a second order curve
expressed by (1.4-56a) - (1.4-56c¢) and the special case with
stations 3,4 and k lying on the line €; a special configuration
which has to be avoided for any plane (not only ) was already
mentioned in case (al) as s'and s being both on-curve stations.
Another speéial configuration to be avoided is the one with all
the targets in jx lying on a straight line.

In case (b2) to avoid station s’ lying on a straight line through
stations 1 and 2, or lying on the line £, and to avoid station k
lying on a second order curve through stations 1,2,3,4, or 5;
a special configuration to be avoided is when all the targets in
je lie in a straight line.

In case (c2) to avoid station s - one further station which is
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required to observe off-plane targets due to ji lying in
the plane 7 whether all the targets in j. form a straight line oy -
not — lying on a straight line through stations 1 and 2, or lying
on the line 4. If only the groups j, js, and js contain off-plane

targets the problem is singular in this case.

1.42 Two Replacements: Stations 3 and 2 Replaced by Stations k and s’

The difference between this section and section 1.41 consists in further .
replacements of stations at the level of s-stations. For some station s denof

as s’ (co-observing with stations 1,2, and k), any further s-stations will be

and including station s’. Of further s-stations, one denoted as s’ will be con~
sidered in the following derivations. Naturally, it will differ from station &'
dealt with in previous sections in that &' is now co-observing with stations 1,k,
‘and 8’ rather than with stations 1,2, and k. The approach in this section will
again consist of eliminating the parameters associated with the satellite group
j¢ using observations from stations 1,k and s’. The now standard procedure for
obtaining matrix % and examining its rank will be used: first, the necessary
conditions for non-singular & matrix will be analyzed with no specifications fo
the satellite groups j and j,’; then in addition to the usual assumption about
jo containing off-plane targets, only the practical cases will be examined,
namely when the targets in j and j,’ are also lying off-plane; finally, the suffi=’
cient conditions for non-singular & matrix with the above assumptions will be
formulated.

The parameters associated with j; will be eliminated using the relations
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1,41 are obtained. Due to the observations from station s'(all stations are lying

ina plane), it holds that
(XJB"-X,')(BXJ;/— d%,/) + (YJS//—y,')(BYJB”—y,’) + st'/(aZJs”—az,’) =0 (1.4-92)

where js’ stands for any target in the satellite group j,/. All three equations can

pe arranged in a matrix form as follows:

X, s// Y, s// yA 1, XK, !// : 0
X 1% Yy -y 2y, oYy v | = (X J%e) 0% T (Y /=¥) % t Zyrozm | .
Xy u//"xs' Y, ,”_ysl Z, 5” 9Zy ,” (X, sll—xs/ )ox’ + (Y, s”—YHI)BYS/ + 2y s”azs/

The determinant of the (3 x 3) matrix in this expression is given as

D= ZJs//(Xst/ "YKXs/)'
In order that D # 0 holds, the cases with Z; »= 0 and with stations 1,k, and s’
lying in a straight line have to be eliminated (this in addition to the earlier
stipulations: x # 0, ys # 0, ¥ # 0, and Z # 0 for all previous satellite groups).

The satellite parameters are then obtained as

oKy = m, (-¥s'Tx + 3 Ts')s
oY, = x‘;;,':ll‘:;,l‘(;{:, (/T = %T4"),
and
0z = 7, a”(Xkllfsl‘YkX';') (X yst = Xy /%) T + (V3% = Xy 756) T 1,
where
Ty = (XJS”"Xk)an * (Yjs”"y}c)BYk + st”azk
and

Ty = (Xy =% Wx, + (Y, 0=y OYs + By 132,

Using these expressions in (1.4-92), the following equation is obtained after

Some algebraic manipulations:
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- (XSIYs”"Ys/xs”) [(XJS//_Xk)axk + (Yjsll_yk)ayk + ZJB//aZk ] +
* (5 -nexd) (X /-%y)3%,  + () -y )0y + 2,024 ] - (1.
= (%Y s ~YuXs') [(XJ S”‘Xs”)axs” + (YJ B/I—Ys”)ay;/ + ZJ sﬂazsﬂj = (0,

¢ is represented by (1.4-92a), A matrix for two replacements with ground

stations lying in one plane is presented in Table (1. 4-4).

performed:
(1) Divide each row pertaining to stations up to and including station k
by the corresponding Z; # 0.
(2) Multiply each of the last three columns by -1.

(3) Perform on the three column block of station s

3X,"» 3%,/ + POx,”, dy =y, + Pdy/, dz,/>dz,/+ Pdz/,
where

- X

p = kL -
XeYs' = YiXs

(4) Perform on the three column block of station k:
O axk - anaﬂ: oY ay}c - QBYB”9 %> 0% - Qoz¢’,

where

X 7/ " /X VA
Q = X'V ~Va Xy
XYs' = VieXs'

(5) Divide each of the rows "From &' by -(%¥'~ ¥uXs') # 0.

(6) Perform further on the three column block of station k:

4 /
3% D% + LBK/,  dye>dWe + - By, 07> Oz + L0z,
Ve Y Y

(7) Perform on the last three column block:
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O0Xz ., OX3 0V - 9Y3
> ~YadXy = **r - ¥y OXy, > ~Ya0¥a~ ** =YYk,
Y3 Ya Ya NE]

3% OXo . X, X z,' - !
TR TR (kY TR Oy e (Y ) O - TR oy
Xg X2 Y3 Ya Y

(8) Perform further on the last column:

9%z , 9%z , X3 O0Xg
X2 X2 Yz Vs

(9) Divide each of the rows "From s'" by y, # 0.
The matrix thus obtained is called & matrix for two replacements with ground
stations lying in cne plane; it is presented in Table (1.4-5). Up to and includin
the rows for station s’it is identical with Table (1. 4-2) for one replacement; .
the notations for f-terms and p-terms would also be the same as introduced
in (1.4-9) and (1.4-10) with respect to these stations. However, new notations

will be needed in connecticn with station &
fi” = YKYS/XS/I (Xk"xs/) + kaSIYB”(XS”-Xk) + XkYa’Ys”(Xal"xs”),'

7 = VeV o' % (Fe-Vs') + VeXa' VAT Vi) + XY STV -Y), (1. 4-9
£ = XV X (% =%S) + BeZo 'Y { (Ko -%e) + FieX o K (X=X ),

ph= -, pr= -l .
He Y (1.4-93

1, . - N
TS T (RYSREIMESK), T = (R SR X WY ST

With the same simplified notations as in (1.4-17a)-{?.4~17¢c}, it holds that

/
f = 0, whenever §'=1, k, s

. /1
fy= af,” where a = -xgy, if § =2,

and
fo=daf, + ef, + ff, if & =4,

where
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section 1.41, Matriees-of these systems will be called similarly to those whic

represented (1.4-11) and (1.4-11a). This hold also for the full matrix (i.e,,

to be non-singular will be again divided into the row conditions and column S
conditions; the latter, pertaining to singularity A) and singularity B), will be
treated separately.

The row conditions are exactly the same as those iﬁvestigated in section.
1.41 with respect to the system (1.4-11). They require that at least three
quads observe their targets off-plane.

For the analysis of column conditions, singularity A) will be examined firs
Upon considering A matrix of Table (1.4-4), it is observed that singularity A),v
ocecurs for station k whenever all the targets observed by it (here targets in jy:
and in both groups js) lie in the plane with it (called plane ) with a similar con
clusion for station s’. Upon retracing the steps leading to the above A matrix,
it is seen that singularity A) occurs under the same conditions for any distribu®
tion of ground stations. The method for analyzing these cases was presented '
in section 1.41 where the name ''general singularity A)" was also introduced.

Next, ground stations are assumed to be in the plane z = 0.

Singularity A) with respect to any station except k and s’ would occur if -
the corresponding satellite group contained only in-plane targets, the plane 0 i

which would pass through that station. Singularity A) with respect to gtation 4
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k would be the same as in section 1.41 if there were no station s it would
occur if in addition to j lying in the plane m, station s’ laid in a straight line -
with stations 1 and 2, or if it laid on the line 4. However, with station ¢ pre
sent, singularity A) for station k would occur only if in addition to the above

conditions also the following equation held:

X-% Yi-¥x Zy
Xo-% Ya-Yye Zz2| = 0, (1.
py p7 0

In this case, (1.4-96) would hold if s’ were lying on a straight line with station

and 2 (i.e., y/ = 0), or on the line £ . When s’ is such that

ys' # 0,

the discussion is somewhat longer. Tt will be convenient to replace the second
row of (1.4-96) with the row pertianing to station s’ since this row is assumed:t
lie in the same row space according to the above stipulations. If the pxJ -
multiple of this new second row is added to the third row in (1. 4-96), this

equation can be rewritten as

- Xy~ % t Yy - Ve : 7,
l
7 /
(') L5 ! (Femys) 2 lo|=0(1.4
. YK ’ .Vk i
' |
Xs/Ys//()(ic“Xsll)+§T( V'V (xS -K ) X' 5”(3'1<—3fs”)+i;k ys’ys”(y;’—y,')I 0
l k

Clearly, (1.4-96a) holds whenever

112

(]




yi=0.

otherwise its third row can be divided by y,’y” # 0, and the determinant expanded.

after some algebraic manipulations, it is obtained that
X (e =¥s') ~ V' (X~ %) + X Y - X, = 0,

vhich is the equation of a straight line for station s”. This line passes through
stations k and s’ (as seen upon substitution for ); therefore it is exactly the line
,to which s’ had been restricted. Thus it is seen that singularity A) for station
:occurs under the same circumstances as those derived in section 1.41; namely,
fin addition to the targets in j lying in 7 each of the stations s’, & lie on the
traight line with stations 1 and 2, or on the line 4. To complete the discussion,

ingularity A) for station s’ will be also analyzed. First, a few notations will be

ttroduced: (X, Yy, Z;) and (X5, Yo, Zp) will now be the coordinates of the (first)
vo targets in j,’. 1If all the targets in j,’ are lying in a plane through station s/,
ach a plane will be denoted as m’; the line of intersection between the plane 1’
1d the plane of the ground stations will be denoted as 4°, Singularity A) for

:ation s’ will oceur if in addition to the targets in j¢’ lying inm’, also the follow-
1g relation holds:
i Y, -y Zy
Xo- X%,/ YE"YSI Z2 = 0,
(BeY VX ) (ZSKS) (Y ~VeX) (T S-Ys) O

learly, this can be true if

%Yd - YeXs = 0

fulfilled, i.e., if station s’ lies on the straight line with stations 1 and k,
herwise, the third row in the above determinant will be divided by (x.y,” -

nexg) # 0, giving
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Xy =%y Y-y 721
XE"XS/ Ya_'.Ys/ ZE =0,

Xs”—Xs ! Ys//-yg/ 0

and constitutes another case when singularity A) for station s’ could occur,

Conditions leading to singularity B) will also be treated in a way similap

to that in section 1.41, Namely, any row vector of the matrix F given by

treated in section 1.41. They are in Vj only if the corresponding stations lie:
on the second order curve through stations 1, 2, 3,4, k, in other words, if they
are on-curve stations. Still to be found are conditions for station s in this
respect. Should its corresponding row in F lie in V,, the following would haves: :
to hold:

O

fe £2 £2| = 0;

fo 7 %

this represents a second order curve for station §. The coefficients of f# in
this equation would all vanish under exactly the same conditions which lead to
Vz of (1.4-15) having dimension one. Such cases were assumed non-existent,
s is replaced by any of 1,2,3,4,o0r k, f is either a zero row or a linear combi-j
nation of the rows fy, f, or fs’ according to (1.4-94). However, if station s igitself &
on-curve station, then its row is a linear combination of the rows f,and fc; under thes
circumstances the above equation would hold and the corresponding second order cur¥,
or f,/ according to (1.4-94). However, if statioh s’ is itself an on-curve station,
then its row is a linear combination of the rows f, and f.; under these circum-
stances the above equation would hold and the corresponding second order curvé

for station &' would also pass through stations 1,2, 3,4, and k. This leads to
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the same conclusion as was made in section 1.41: singularity B) occurs when
a1l the ground stations lie on the same second order curve.

For the practical discussion in this section, it will be assumed that the
satellite groups j,, k%, and j,/ contain off-plane targets. Consequently, singular-
ity A) for stations k and s’is automatically eliminated; the necessary conditions
~f this kind for non-singular X matrix are limited to those, specifiying ﬁhat no
urther satellite group is lying in the plaﬁe through the corresponding ground
station. Necessary conditions for singularity B) remain unchanged, while the
cow conditions are automatically fulfilled.

Finally, it will be examined when the assumptions about j,, }, and j,’
.onstitute also the sufficient conditions for non-singular X matrix. It can be

seen from the system (1.4-95) that

X e

af =al Taf =c =0

X

a'=a =3 =¢g =0,

since j, and j, contain off-plane targets. Since the a-coefficients for station k
ire now zeroes and since j,’/ also contains off-plane targets, it must further
10ld that

ay = a)/ = al’ = ¢/ = 0.

Viththese a-coefficientsfor station s/ it holds for station &’ and similarly for any

dditional station i (if present):

~ 1
av vy + alr W+ a¥vi + et i = 0.

1

low the a-coefficients for all the remaining stations must be zero (due to singular-

ty A) eliminated) only if all the remaining c-coefficients are equal to zero as
he only possibility. But this happens only if those rows of F whose c-coefficients

Te zero can form a submatrix with full rank. When no further satellite group
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contains off-plane satellites, this would imply that
(el 2 £2
rank | £} £2 £2 | = 3.

£ £

zero. The above relation stipulates that station s’ must be an off-curve statiol:

With more stations observing off-plane satellites, at least one of them wou q

further stations - besides 4, k - observing off-plane targets) is an off-curv

station.

1.43 More than Two Replacements.

then the new network is in general also non-singular. The sufficient conditic
that it be so is that singularity A) is eliminated also for any additional station,
and that no satellite point is lying in the plane of ground stations. The fact:
that the network remains non-singular no matter how many stations are addé
and no matter how many replacements are carried out can be visualized in's

simple manner. Let the ground stations observe their respective satellite

groups in the following fashion:
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B 3 2 1 k v ke Non-singular

kB
: 2 1 S/ is’
. . (1.4-97)
- ]. k SI Sl/ . JS”
’ - ) Singularity A ided
kK & s' 5 ... is ' ingularity A) avoide

There canbe any number of stations and replacements in the above illustration.

The network consisting of six stations, e.g., of stations 1,2,3,4,k,and s'(stations 4,
k, and s'observe off-plane targets), is the smallest possible for a non-singular solution
(oavoid singularity B)morethan 5 stationsare needed, andtoavoid singularity C) at
Jeast three stations - understood as each representing a quad - should observe
off-plane targets). Assuming the block conﬁaining stations 1,2, 3,4, k, and s’ to

be non-singular, each of these stations can be uniquely determined; any three

of them, co-:observing with some new station, are able to determine the coor-
dinates of any target (provided it does not lie in a plane with them). But since
the new station does not lie in a plane with these targets, it can be uniquely

determined from them. Thus, the number of known ground stations has been

increased and the same argument may be repeated.

In the illustration (1.4-97), the original non-singular part of the network

Was obtained using one replacement (namely, station k replaced station 2).
Naturally, a similar network of six ground stations could be obtained without
replacements (i. e., three ground stations could observe all thé targets as
discussed in the early sections). However, when the first replacement is
Carried out, the network necessarily consists of at least six ground stations. There-

fore, one replacement is of fundamental importance and deserves much attention.

That was the reason behind an extensive treatment of all its aspects in section

Lat, 1t may be of interest to mention a type of problem when the network is
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singular with three stations (assumed to be 1,2,3) observing all the 'ﬁargets;
while with replacements of stations it becomes non-singular. Suppose thatt
singularity A) for station k occurred in the former case (all the targets in ]
laid in ), and suppose that station k replaced station 2. Then, however,
singularity A) for station k would occur only if in addition to the above Proper
of jx station s’ laid on the line £ or j4/laid in 7. Otherwise singularity A) ig

removed.

in section 1.43 were given regardless whether one replacement was possiblv
not, i.e., with no assumptions concerning the groups js, jx, and j./. In this co
text it would be possible to have a singular network with one replacement, nal
if the targets in j4/ lay in 17', while with two reblacements singularity A) for

station s’ would be removed if station s* did not lie on 4’ and j¢ did not lie inf

quad and they most often do not all lie in, or nearly in one plane, much les
a plane through a specific ground station. The configurations of ground stat

as their number is limited - appears to be much more important. Many of tA¢
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{ derivations were mainly of academic interest and they were made for the sake

of completeness; occasionally, however, they could be put in use, especially
when the number of targets is limited.

In conclusion, this section can be summarized by saying that any non-
singular network can be successfully expanded, the sufficient conditions being:
po target should be in the plane of ground stations and singularity A) should be

* eliminated alsofor each further station. The smallest non-singular range network

| can consist of no less than six ground stations. In case of replacement of sta-
tions (leading to "leapfrogging"), the first replacement can result in a non-

singular network and is therefore of fundamental importance.

1.5 Numerical Examples and Verifications of Theory.

Most of the numerical solutions were carried out during the first part of
this study, dealing with ground stations in a plane and three of them observing
all the targets. With exception of Example 2, all the points (stations and tar-
‘gets) were generated in an arbitrary coordinate system; the data was also
generated (mostly with attached random errors), whenever it was judged appro-
priate. In many instances, however,only the trace of the weight coefficient
matrix (inverse matrix of normal equations, N'l) was needed as an indicator of
critical configurations (singular problems). In all the examples, the coordinate
System was chosen the "best" possible way in order to eliminate undue numerical
difficulties and large uncertainties in the adjusted parameters (reflected in the
large trace of N ), due to poor definitions of the coordinate system. These
aspects are treated in [16 ] where the constraints which materialize the
"best! coordinate system are given explicitly with respect to all the points of a
cluster to be adjusted or a chosen subset of these (e.g., the ground stations). If
Q Tepresents the whole matrix N* or its part corresponding to the chosen subset
of Doints, then these constraints, called inner adjustment constraints, have the

Property that they render
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Tr(Q) = minimum,

of analysis presented in this section, the normal equations were formed,
bordered with the inner adjustment constraints and inverted. Unless otherwig
specified, these constraints are given with respect to all the points of a networ
to be adjusted. If the notation Tr (N™*)gr is used when the results are presented,
the trace of only that portion of N%is givén which corresponds to the ground
stations alone,

For the numerical solution of a number of problems, certain points were
used repeatedly and are presented in Table (1.5-1). The ground stations are
denoted by the numbers between 1 and 7, while the targets are designated with

numbers higher than 150. As it can be observed from the table, the ground

stations are lying in one plane and the targets; grouped by three, are lying on
specific straight lines, with exception of 191, 192, 193 which are in general
configuration., All the coordinates are given in meters.

The observation equations for adjustment of different range networks were
generated in a program called Auxiliary range program. The input for this
program had to contain the coordinates of all points in the network as well as
the parameters specifying up to which point the observations are generated on 2

one-to~one basis, the nature of observations (errorless, etc,), number of
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Table (1.5-1)

Cartesian Coordinates of Some Generated Points

Point X y Z

1 -100, 000, -150, 000. 0.

2 1, 000, 0Q0. -200, 000., 0.

3 300, 000, 1,400, 000. 0.

4 1, 200, 000. 1,700, 000. 0.

5 1,500, 000, 1, 300, 000. 0.

5 700, 000. 1, 300, 000. 0.

7 600, 000. 350, 000, 0.

151 500, 000. -200, 000, 1, 000, 000.
152 500, 000. 500, 000. 1, 000. 000,
153 500, 000. 1,200, 000. 1, 000, 000.
161 1, 200, 000, 500, 000, 1, 600, 000.
162 500, 000. 500, 000. 1, 600, 000.
163 -200, 000, 500, 000. 1, 600, 000,
171 200, 000, 200, 000. 2, 000, 000,
172 800, 000. 800, 000. " 2,000, 000,
173 1, 400, 000, 1,400, 000. 2,000, 000.
181 100, 000. 900, 000, 1,500, 000,
182 600, 000. 900, 000. 1,500, 000,
183 1, 000, 000, 900, 000. 1,500, 000.
191 200, 000, ~500, 000, 1,080, 000.
192 -650, 000, 600, 000. 1, 400, 000,
193 1, 200, 000, 1, 050, 000. 800, 000,
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of a particular problem was based on different numerical checks indicating the
validity of the solution (in many cases no redundant observations were used an
therefore, the residuals had to be theoretically equal to zero). Correlation co
efficient matrix was also considered in all investigated cases as well as N*
matrix and its trace. Of these, Tr (N’l) and sometimes Tr (N'l)gr will be presentéd
in the following examples, as they are expressed by a single number.

Example 1. A special network of four ground stations and eight targets wag
generated in order to examine the behavior of the adjustment when the ground :
stations gradually depart from a plane. The targets used in this example are:

151, 152,153; 161, 162, 163; 171, and 172; their coordinates are presented n

Table (1.5-1). The x and y coordinates of the four ground stations, denoted ag’

I, I, 11,1V, are given as

I x=0 y=0

II: x=0 y = 1,000, 000
II1: x=1,000,000 y=0
IV: x=1,000,000 y = 1,000, 000,
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coordinate of I, T, TII is equal to zero, while for IV it is varying between

."rhe z-
o0 and 500km. When it is zero, the problem is necessarily singular. Alto-

f:gethel‘, seven cases are presented in Table (1.5-2). The column with the head-

‘;i g ng" gives the average distance between the four ground stations and the best
:"‘mtmg plane; the heading ny represents the average length in the quad I, I, 111,
IV (on a one-to-one basis). The last column gives the ratio d/4,which can serve

gs a certain plausible measure of expected "goodness'' of an adjustment.

Table (1.5-2)
Different Configurations of Stations I,IL,III, Iv.

Case z (km) d (km) £ (km) d/4
1 0. 0.00 1,138, 0. 0000
2 10. 2.50 1,138. 0. 0022
3 25, 6.25 1,138. 0. 0055
4 50. 12.49 1,138, 0,0110
5 100, 24, 94 1,140. 0.0219
6 200, 49,50 1,147. 0. 0432
7 500, 117,07 1,192, 0. 0982

The results of the adjustment are given in Table (1.5-3). The firsttwo columns (be-

yond cage numbers) give Tr(N'l) and Tr (N’l)gr when the inner adjustment constraints are

used with respect to all the points of the network (i.e., eleven points), while the following

two columns give the same values when the inner adjustment constraints are

used with respect to the ground stations only (four points). The number of
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normal distribution with zero mean and unit variance, the a-posteriori standar

L

considered. Numbers on the diagonal of N? are extremely large and negative

As a matter of fact, case 2 is nearly singular with the results invalidated by

Table (1.5-3)
Results from the Adjustment of the Generated Network

Constraints: All Points [|Constraints:Stations Only
Case Tr(N7) | Tr(NY)gr Tr(NY) |Tr(NHgr [Tr(N')| &
1 10.995 { 1. 01
2 3,879,000 | 1,667,000 3,766,000 | 1,558,000 |t10.989 | 1,08
3 579, 000 249,000 592, 000 244,000 | 10,981 | 1.05
4 141,700 60, 880 145,500 59,830 | 10.968 | 1,23
5 34, 320 14,720 35,650 14,420 || 10,944 . 85
6 8,085 3,447 8,760 3,358 |{10.903 | .94
7 1,130 462 1,404 437 110,830 ‘_?f__

K
numerical problems. This is also apparent from the above table, where Tr (N

for the inner adjustment constraints (first column) for all the points is actually

larger than its counterpart (third column) where these constraints apply only

is correct, while the relation for Tr N1Y)er is opposite (i.e., the numbers in
g pp
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the second column are larger than their counterparts in the fourth column). When
all the possible observations are used,the adjustment in all cases appears to be
very strong. As illustrated in Appendix 1, an improvement in the solution was

to be expected due to the new observations which were added to an existing net-
work. In this adjustment the results for Tr(N‘l) improve very little when station

IV moves away from the plane of stations I,1II, II.

Example 2. In this example, several quads of the Pacific network, presented
in[2], are adjusted separately. These quads are denoted by small letters, while
the' stations are represented by the same numbers under which they appeared in

[2]. The correspondence between the quads and the stations is listed below:

a... 1,2,3,4
b... 45,6,7
c... 3,7,8,10

. d... 3,6,7,8
f...23,5,6
g... 2,3,4,5,

)ﬁe to the A method program limitations, only ten satellite points were chosen
or each quad to be adjusted.v They were selected to be as well distributed and
‘epresentative as possible. In order to visualize the relations between Tr (N7
ind the relative distancelof one quad's points from the best fitting plane, the
‘esults were arranged in the Table (1.5-4) in a fashion similar to Example 1,
‘rom the table it appears that larger distances from the plane that 4% of ground
istances would be necessary to obtain fairly strong solutions for individual
uads. This would imply larger quads and/or different distribution of the

round stations. In order to evidence the improvement in Tr (N*)gr when the
ner adjustment constraints are used with respect to the ground stations only,
1ad f was also adjusted this way, Both cases are presented in Table (1.5-5)

'T comparison, Naturally, all the residuals must be theoretically the same no
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Table (1.5-4)

Quads of the Pacific Network

Ave, Distance

Quad From Plane

Ave,Distance
Between Points

Ratio of the
Previous 2
Columns

ngx for
Ground
Stations

a 36.40 km
b 73.91
c 44,66

Q.

92.26
65.03
11.97

1,672 km
2,327
2,746
2,884
1,835
1,530

. 0218
.0318
.0163
. 0320
. 0354
.0078

2,376
650
27,587
305
156
19,598

133,215

678,172

3,828
4,887

* n*! represents ith diagonal element from N‘lmatrix_

matter which definition of the coordinate system is adopted.

Table (1.5-5)

Quad f Using Different Sets of Inner Adjustment Constraints

Inner Adjustment nil for 2 1
Constraints for: Ground Stations Tr(N7)er Tr(N7)

all points 156, 0 740 4,887
ground stations 111.6 502 5,847

To visualize possible increase in strength of an adjustment of one quad by -
changing its shape (and, thereby, the average distance from the best fitting
plane) without enlarging its size, further experiments were performed with
quads c and g, which previously had the weakest solution. In quad c, station
10 was displaced to occupy the middle area of stations 3,7, and 8, It was chosen

to have the coordinates @ = 10° and A = 180° (this corresponds approximately t0




i ... 151, 152, 171, 183
js . . . 161, 162, 173, 181 (1.5-3)
js . . . 153, 163, 172, 182,

The observations are organized as given below:

1 2 35 4 )
29 3 4 5 R (1.5-4)
2 3 4 6 ... is

In addition to the above eleven cases, category 1 contains also two additional
cases, denoted as case 12 and case 13; they were designed to illustrate singu-
larity A) and singularity C), respectively. In both cases the coordinates of station
g are the same as in case 1 and the coordinates of satellite points 152, 171, and
183 were changed so that‘ in case 12 j; contains targets lying on a straight line

and in case 13 j, contains targets lying in one plane. The new targets for case 12

denoted by primes, have the coordinates: -

152" ... 0 300, 000. 1, 350, 000.
171" ... -380,234.5 680, 234.5 1,616,164, 2
183’ ... -633,724.2 933,724.2 1,793, 607.0

The new targets for case 13', denoted by double primes, have the coordinates:

152" ... 0 300, 000 1, 350, 000.

171" 800, 000 150, 000 1,420, 000,
188 ... 600,000 700, 000 1,899, 230. 8

Category 2 requires that only two satellite groups be formed. In this category
only eight targets are used (151-172), which makes the d.f. =4. The observa-

tions are arranged as follows:

1 2 3 4 5 ... 151, 152, 161, 172
1 2 3 4 6 ... 153, 162, 163, 171.
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matrix as
1 2 3 4 eeela
1 2 3 5 ceedt
1 2 3 6 ...z

(there are (6 +8)3 = 42 unknowns and 6 x 8 = 48 observations with 6 constrain

A
&

With respect to x matrix, the observations in this category can be thought of

being arranged in the following way:

1 2 3 4 ...ja
1 2 3 5 celds
1 2 3 6 ...ja-

ing. Again, since any of stations 1,2, and 3 observe each target only once

(rather than three times) this arrangement corresponding to X matrix serves i

only for the theoretical analysis (unless proper weighting is applied).
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cides with the point + %. As expected, the results are getting worse in the
vicinity of the critical curve, as seen in case 8 and in case 10. Case 12 and
case 13 in category 1 are singular as expected. Singularity C) also occurs

whenever one of the three satellite groups contains only three targets (necessarily

| in plane), independently of the number of targets in the other two groups. It is

also clear that significant improvement occurs when five stations rather than

four observe simultaneously, as evidenced in category 2.

Further drastic im-

provement is to be expected when six ground stations co-observe, judging by

the results in category 3.

Table (1.5-7)

Results of Adjustment in Three Categories with
Ground Stations in Plane, Critical Curve Being Ellipse

Coordinates: Station 6 Tr(N*) categories: . .

Case | Station 6 x . v 1 5 3 Singularity
1 + o 340, 000 790, 000| 60,530 | 22,100 387

2 X, 680, 606 630,724 | 51,260 15,300 275

3 -5 1,020, 000 470,000 (124,300 | 42,000| 437

4 -b 1, 361, 060 301,806 (-.6x10°|-,5x10% | -.4x10° B)
5 -3» 11,710, 000 130, 000214, 600 | 57,900 681

6 -2b |2, 060, 000 -30,000]| 95,980 | 21,900 400

7| -2 500,000 | 250,000 89,010 28,800 278

8 - 22 330, 000 -90, 000 (/369,200 {115,100 | 474

9 -a 163, 256 -439,546 -.3x10%|-,4x10%|-3410° B)
10 - 42 o ! -780, 000860, 000 {195, 000 |1, 602

11 - 32 -170,000 |-1,120, 000} 323,200 65,300 855

12 +3 same as case (1) -.9x10° A)
13 +3 same as case (1) -.5x10° C)
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Example 4. Similar experiments to those in Example 3 are performea

with the critical curve being now a hyperbola. The difference between the;

than station 5 is used to define the critical curve; The letters a and b now

pertain to the real and imaginary axes of a hyperbola as opposed to (1.5-2)

Ground Stations in Plane, Critical Curve Being Hyperbola

Table (1.5-8)

Results of Adjustment in Two Categories with

i

d\i

Case | Station 6 Coo}:'dinates:St?,tionG Tr(zN 1) catego;ies: Sing‘ularity“

1 +2a 590,000 | 1,790,000 9, 300 674
2 + 32 570,000 | 1,530,000 || 51,800 1,186
3 +a 553,768 | 1,273,890 {| -.2x10° | -.2x10° B).
4 +% 535,000 | 1,010,000 || 275, 800 4,199
5 X, 519, 344 744,236 || 206, 700 3, 302
6 -3 500, 000 480,000 || 479,200 6,104
7 -a 484,921 214,584 || -.6x10°% | -, 2x10° B)
8 - 32 460, 000 -50, 000 || 321,600 1,549
9 -2a 445,000 -310,000 || 85,100 425

10 +b 132,471 769,380 || 57,100 719

11 -b 906, 218 719,092 | 66,200 1,141
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golution is quite weak; the best results now correspond to the points +2a, -2 a,

and +-§5- . The assymetry of the results in cases 1-9 is natrually due to the

distribution of the targets, which are not symmetrical with respect to the hyper-

bolao
: Example 5. Two cases from Example 3, category 1 are further
modified. They are case 1 and case 9. First, in case 1 station 4 is

moved from the plane of ground stations upwards by 100km, i.e.,
z4-= 100, 000,
with everything else unchanged, this results in
Tr(N?') = 34,180,
If station 6 moves the same way instead of station 4, i.e., if
zg = 100,000
then it is obtained that
Tr(N*) = 77,570.

These two modifications do not cause any remarkable changes in the quality of
the solution. If, however, the same two modifications are applied to case 9

which was singular, the following results are obtained:

Tr(N?') = 1,406,000
and .
Tr(N%) = 1,727, 000.
The solution is quite weak, but the singularity has been removed. If the first

modification is made by 200 km rather than by 100km, i.e., if

z, = 200,000

then the solution further improves; namely,

Tr(N™) =400,100.
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1 2 3 4 C e h
] s
2 3 4 5 o (15258
2 3 5 6 ...jg. '

the satellite group js. An adjustment gives:

Tr(N*) = 70, 320;

1 2 3 4 .
2 3 4 5 ca e (1.5
3 4 5 6 ...is,.

then it is obtained that
Tr(N') = 149, 000,

In this arrangement station 5 replaced station 2.

Similar computations may be made using seven ground stations (four of

them co-observing) and fifteen targets. This gives again only the necessary
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pumber of observations. All the stations and satellite points used in the previous
two arrangements remain the same and one ground station with one satellite

group are added. Station 7 with the coordinates listed in Table (1.5-1) is the
added station and

jo o+ . 191, 192, 193

is the added satellite group; the coordinates of its targets are listed in Table
(1.5-1) as well. The first arrangement in this part is a continuation of the net-

work represented in (1.5-5a), namely

1 2 3 4 B
2 3 4 5 R (1.5-63)
2 3 5 6 ., ia
2 3 4 T v v g

The adjustment of this network yields
Tr(N?') = 116,700,

Similarly, the second arrangement results from expanding the network of

(1.5-5b), namely

1 2 3 4 Y
2 3 4 5 R (1. 5-6b)
3 4 5 6 c . s
4 5 6 T ...i.

From the adjustment of this network it is obtained:

Tr(N*%) = 277,800,
The arraﬁgement of observations in (1.5-6b) is a typical case of "leapfrogging'.
Since the first replacements in (1.5-52a) and (1.5-5b) resulted in non-singular

Solutions, the sufficient conditions for both (1.5-62a) and (1.5-6b) to form non-

Singular networks are given by stipulating that the satellite gourp j, does not
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3
4

caused mainly by larger N matrices due to twelve additional parameters),

Example 7.  This last example illustrates that gingularity A) can be

are given as

7 ... 300,000, 0 0
193’ . .. -247,462.4 350,000 800,000

The observations resulting in singularity A) are arranged in the following way

2 4 R 1
2 4 5 B P
2 4 6 ... s
2 4

W W W W

(A W
the adjustment gives
Tr(N') = .7x10°

Next, station 7’ replaces station 4 (previously observing all the targets) for

observations of the group j;. This new arrangement is presented below:

1 2 3 4 e h
2 3 4 5 c.. e
2 3 4 (A
2 3 7 6 R
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The adjustment gives in this casge:
Tr(N?) = 675, 300.

gven though j,/ (i.e., } in terms of section 1.41) lies in the plane through 7’
(i.e., k), station 6 (i.e., s) does not lie on the intersection of this plane and the
plane of ground stations (i.e., the line 4). Accordingly, singularity A) was
removed.

As a matter of fact, further replacements can be applied and the final arrange-
ment may be such, that three different stations observe all the targets. If station
7' is one of them, singularity A) is again removed: there is no condition
which stipulates that no satellite group can be in pia.ne with one of the three
stations observing all the targets. Consequently, another adjustment was made
with the observations arranged as follows:

7

1 Y

o

. J2

~
(%]

s

MM NN
W W W W
-~ 3 -3 3
~
o

. o
The results in this case are such that
Tr(N') = 216,100.

In other words, when stations 2, 3, 7’ rather than stations 2, 3, 4 observe all the

targets, singularity A) due to j,/ and 7' lying in one plane is removed.
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1.6 Conclusions

In the past sections a rather detailed analysis has been carried out for
range observations. The ground stations have been assumed to be lying in one
plane. They were denoted by numbers and letters in the sequence 1,2,3,4, ..,
i..., k, s, s”, ..., while the satellite groups observed by these stations were
denoted as jay +«« J1 «+0y Ji» J&s jd' ..., Tespectively. A satellite group consistg
of those satellite points (targets) which are observed by a given quadrant (quad)
of stations. The convention used for the subscript of a certain satellite group i
such that the index indicates the number or letter of that station in the quad obse;
ing this satellite group which has not observed any other satellite group and/or
which is listed as the last station in the quad; for example, the quad consisting o
stations 1,2,3, and 4 observes the satellite group ji. The division of a network
into quads is convenient from the practical point of view. Considering more than
four co-observing stations does not affect the derivations made with the above
concept.

The discussion is divided into two basic parts, according to whether the
number of ground stations observing all the satellite points is three or more, or
less than three. When the number of stations observing all the targets is less
than three the principle of replacing of stations (station replacement) is introduced

which leads directly to the concept of 'leapfrogging'’. Both concepts, the first,

dealing with at least three stations observing all the targets, and the second, deal
ing with replacing of stations lead to similar conclusions. The most important
conclusion is that except for certain critical configurations of points (stations or
targets or both) an adjustment of range networks gives non-singular results, in
spite of the fact that all stations are in one plane. The network which can be non~
singular with the smallest number of ground stations possible is said to constitute
a fundamental unit. When at least three stations observe all the targets a funda-

mental unit consists of six stations. When the principle of station replacement
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' is utilized a fundamental unit is also six stations, except for one specific observ-
ing pattern when the number of required stations is seven.

When three stations denoted as 1,2,3, are observing all the targets, the
necessary and sufficient conditions for a network to be non-singular are easy to
specify. One of the configurations which makes an adjustment singular is the
case when all the targets in one satellite group needed for the determination of
5 fundamental unit are in a straight line. This is only a special case of a general
pattern when all satellite points within a group (e.g., ji) are in the plane contain-
ing the corresponding ground station (i). This case, called singularity A), is
illustrated in Figure 1. In a more general sense, singularity A) is said to occur
when all targets observed by a certain station - and such targets may be contained
in more than one satellite group - are in the plane with this station. When exactly
three stations (1,2, 3) observe all targets, the targets observed by any particular
station besides 1,2,3, are all contained in one satellite group. Under the assumpt-
tion that singularity A) does not exist the necessary and sufficient conditions for
a network to be non-singular are such that at least three stations in addition to
those three (1,2, 3) observing all the targets must observe targets which are not
all in one (general) plane (off-plane targets) and that these three stations must
not lie on one second order curve with stations 1,2,3. If these conditions are
not fulfilled it is said that singularity C) has occurred; such configuration of
points is illustrated in Figure 3. A special case of singualrity C) is singularity B)
when all the ground stations are on one second order curve (Figure 2). From the
above conditions it is seen that a fundamental unit consists of six ground stations.
If such a fundamental unit exists, it is always possible to expand a network by
adding further stations and satellite groups, the necessary and sufficient condi-
tions being that no target should lie in the plane of the ground stations and that
ho station should lie in a plane with its observed targets.

If all ground stations are co-observing, then singularity in a network could

139




i
!
{

i
i
1
{
i
I

occur only if all the stations are on one second order curve, or if all the target
(in this case all the satellite groups coincide) are lying in one plane. These two's
cases are illustrated in Figures 4 and 5, respectively. Otherwise, the solution .
is non-singular. Numerical results indicated that when all the stations obserVe‘
simultaneously the solution was strengthened very significantly.

When dealing with the concept of station replacement, it is concluded that
one replacement (leapfrogging) can be sufficient to build a fundamental unit,
from which further expansion is possible under certain conditions. Therefore,
a great deal of time was devoted analyzing the problem of one replacement where:
the fundamental unit is assumed to comprise of stations 1,2,3,4, and the satellité
group js to contain off-plane targets. After two quads (formed by stations 1,2,3
4, and stations 1,2, 3,k) have completed their observtions, the first replacement
will take place. It consists of station k replacing station 3 for the next observa-
tions. The satellite group js’ is then observed by the quad of stations 1,2,k,s’,
etc. At this point, the discussion is divided into two parts: in the first part
the satellite group j contains off-plane targets; in the second part,which is
rather special and mainly of theoretical interest, the targets in j, are in one
plane. It is true for both parts that a network is singular if the targets in any
of the satellite groups (including ji. in the second part) needed for the determina-
tion of a fundamental unit are in a straight line. This conclusion is similar to

what was mentioned for three stations observing all the targets. It is again

assumed that no satellite group lies in a plane passing through the corresponding
station. Thus, singularity A) cannot exist. The cases denoted as (a2), (b2),
and (c2) in section 1.412 or 1.413 are not considered in the second part, since
in these three cases the satellite group j« was assumed to contain targets lying
in one plane with station k.

With the above assumption, the necessary and sufficient conditions for a

non-singular solution in the first part (j, containing off-plane satellites) are
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: similar to those given for three stations observing all the targets. Namely, the

network is non-singular if there is at least one more satellite group(in addition
to j¢ and jx) containing off-plane targets and if the corresponding station does

not lie on a second order curve with stations 1,2,3,4, and k. In other words,
at least three stations not lying on a second order curve with stations 1, 2,3
must observe off-plane targets. Therefore, a fundamental unit in this part con-
gists also of six ground stations.

The second part, rather artificial,deals with such cases when the satellite
group Jx is composed of targets lying all in one plane (assumed not to pass through
station k). The necessary conditions for a non-singular network stipulate that
there must be at least two additional satellite groups (besides j4) which contain
off-plane targets. Consequently, a fundamental unit in this part includes seven
ground stations (i.e., two stations in addition to stations 1,2,3,4, and k). The
two satellite groups of the required property can be chosen in three different
ways which in section 1.412 or 1.413 were presented as cases (al), (b1), and (cl).
In case (al), these two satellite groups correspond to stations s’ and s’ (both
following station k); a network is singular if the plane of j, has a specific position,
given by (1.4-49) and (1.4-50), or if both s’ and s are lying on a second order
curve through stations 1,2,3,4 and k. In case (b1), one of these groups corre-
sponds to some station i and the other to some station s (in sections 1.412 and
1.413 they were numbered as station 5 and station s'); a network is singular if
the plane of j, has a specific position, given by (1.4-82) and (1.4-82a), or if both
Stations i and s are lying on a second order curve through stations 1,2,3,4,k, or
(in case station i does not have this property), if station s is lying on a specific
Seécond order curve with stations 1,2,3, and 4 given by (1.4-70a) - (1.4-70c).

In case (c1) both satellite groups correspond to some stations i; a network is
Singular if these two stations are lying on a second order curve with stations
1,2,3,4. If the circumstances leading to singularity in the cases (al), (b1),

and (c1) are avoided, then the above necessary conditions are also sufficient for
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a non-singular network.

If the first replacement is successfully carried out, then the resulting
fundamental unit can be expanded to become a larger, non-singular network,
When new stations and satellite groups are added to it, the necessary and suf_A
ficient conditions for the new network to be non-singular are the same as those
for similar enlargement when three stations observed all the targets; namely y
no target should be in the plane of the ground stations and no station should be
in a plane with its observed targets.

The main results of this section are summarized in Table (1.6-1).

Since the number of ground stations is always relatively small compared
to the number of targets, the most important conclusion is that ground stations

should not be distributed on or near a second order curve.
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2. TREATMENT OF RANGE OBSERVATIONS WITH
GROUND STATIONS GENERALLY DISTRIBUTED

2.1 Introduction

In this chapter, the ground stations in fundamental range networks are
considered to be generally distributed in space. This discussion covers range
observations made over a large territory, when ground stations are on the
physical surface of the earth, departing significantly from a plane. Since the
ground stations in this instance are all approximately on a sphere, their distri
bution in space is not completely general. However, whenever they depart from
a plane, the nature of the problem is the same regardless of further specificatio

The observations are again divided into quads with similar notations as
those used previously. Whether four or more ground stations observe simuitan—
eously has again no effect on the derivations. Most of the investigations and
derivations will be carried out for such networks where at least three stations
observe all the targets. A solution will be shown to be singular when, for each
quad and corresponding satellite group, all points involved (four ground stations
and all the targets in that satellite group) lie on a specific second order critical

surface. This applies regardless whether the ground network consists of one

quad or more. A solution could be also singular due to singularity A) discussed

earlier. If singularity A) does not exist (this necessarily implies that a satellit
group needed for a network should not have all its targets on a straight line) the:
the critical surfaces can be computed ( and thus avoided). There are no specifi
conditions holding for ground stations only which would lead to singular solutions.

Consequently, with singularity A)non-existent, a selution will be singular if
certain (or all) stations together with certain (or all) satellite points lie on

specific second order surface(s). However, such cases are not likely to happen
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p practice for the following reasons:
(2) Distribution of ground stations alone does not induce
any type of singularity. Since the number of ground
stations is always limited, their distribution presented
a cause for concern in the first chapter; it is irrelevant
in this chapter, however.
(b) If a network is singular, it is caused by all the satellite
points lying on certain second order surfaces (together
with some ground stations). This could seldom happen
in practice as the number of targets may be very high;
thus the probability of all the targets lying on specific
second order surfaces would be very small.
The investigations in this chapter can be certainly useful when only a small
number of targets is observed because then it could happen that they all lie near
one or more specific second order surfaces."
For the reasons cited above, the range investigations for ground stations in
general configuration are principally of }theoretical interest. They are pre-

sented here to make the study related to range observations complete.

It could happen that the satellite passes observed from the middle of a ground net-
work (extending over an area much smaller than a hemisphere) have the lowest
altitude, while the passes observed near the edges of the network have increasingly
much higher altitudes. If in appropriate scale, such configuration could be
approximated by a hyperboloid of two sheets, provided there was not even one
target at higher altitude observed from the middle of the network and not one
target of lower altitude observed from stations located towards the edges. This
case, illustrated in Figure 7, is clearly quite artificial.
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2.2 Range Observations from Four Ground Stations

in General Configuration

With four ground stations denoted as 1, 2, 3, 4, forming the ground network'
the problem can be non-singular if at least six targets are being co-observed,
the first five targets be denoted by their coordinates as X, Y,2y), i=
and let the sixth and any further target be represented as (X4, Y, 2Zy). Matrix
A is then identical with the matrix represented by Table (1.2-2), with only the
first row block and non-zero column blocks present. It has six columns and as

many rows as there are targets observed from the four stations.

2.21 Critical Surface for Four Ground Stations Using Determinant Approach,

Matrix A will be singular if any determinant of its (6 x 6) submatrices is
equal to zero. In such case its row space (or column space) is of dimension
five in general. It is assumed that five independent rows in A correspond to
satellite points 1 through 5. If each further row is in the row space spanned by

the above five rows, then all the (6 x 6) submatrices of A are singular and so

is &, Therefore, A is singular if the determinant of its submaftrix K,;, corre-
sponding to targets 1 through 5 and everytargetj, is equal to zero. From Table
(1.2-2) it is seen that »
l :‘:4 l =0 (2. 2“1:):
represents a second order surface in (X, Y,, Z,). Since a second order surface
is in general defined by nine points, it will be examined what nine points satisfy

(2.2-1).
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When any of (X,Y,,%,), i=1,2, ... 5 is substituted for (X,,Y,, Z,), then
(2,2—1) holds, since in the determinant two rows are equal. If the coordinates of
ground stations 1, 2, 3,4, namely (0,0, 0),(xg, 0, 0), (Xa,¥s,0), (X, ¥4, Z4) are
gradually substituted for (X, Y,,Z,), then (2.2-1) also holds since the last row
in the determinant contains only zeroes, Consequently, the second order surface
for any target j can be determined as passing through all four ground stations
and the first five targets and the problem with four ground stations is singular
whenever all the points (stations and targets) are lying on one second order
surface. This property was demonstrated also in Appendix 8, where the deter-
minant in (2.2-1) was developed in terms of station 4 rather than in terms of
target j. However, this procedure was extremely long and tedious compared to
the approach used in this section. It demonstrated, among other things, that
it is preferable to work in terms of the targets' coordinates. The numerical
computations of a éecond order surface can be made more easily using the tech-
nique of fitting such surface to nine points according to the description given in
Appendix 6, rather than to use the approach of Appendix 8; the numerieal
‘results in both cases have been found to agree very well, within round-off
errors.

From Table (1.2-2), it appears that singularity A) should be also taken
into consideration, using the same approach as in the first chapter.. One can see
immediately that the same conclusions expanded by taking into consideration
Z =0, can be drawn now: singularity A) with fespect to station 4 occurs if every
one of the (corresponding) targets is lying either in one plane through station 4,
or in the plane of stations 1,2,and3. However, in the case of four ground
stations, this represents a special case of the global singularity which occurs
when all the points are lying on a second order surface; namely, it represents an
intersection of two planes: one, which is the plane of all the targets and station
4, and the other which is the plane of stations 1,2, and 3. Similarly, what

had been defined as singularity B) is only a special case of a second order surface
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which would arise under certain conditions for the distribution of pointg
be again included in global singularity. This can be said for singularity B)4
when more than four ground stations are involved. With general distribyt
ground stations (i.e., not lying in one plane) the effect of ground stationg &
not be separated from the effect of satellite points; for this reason, Singﬂ&;g
is completely irrelevant in this chapter. On the other hand, singularity A)
have to be considered and eliminated separately when more than four grmmd =

stations are involved; however, no further derivations will be needed in thi

the first chapter expanded by taking into consideration Z = 0 as it was done fo

station 4, When considering stations 1,2, and 3 as observing all the targets
can be summarized as follows: singularity A) occurs if every one of the target
in some satellite group is lyihg either in one plane through the corresponding
station, or in the plane of stations 1,2, and 3.

Finally, one very peculiar type of singularity, which could be called "revers
singularity B)" will be mentioned. It is mainly of theoretical interest, however
Since all the four stations observe all the targets, the two sets of points are
equivalent in that each point in one set "observes' each point in the other set.
Thus, all the targets are "'co-observing' all the stations. If the targets were

all lying in one plane, singularity B)would occur if they were also lying on a

second order curve. Singularity A) or singularity C) could not occur, since the
""observed" points (i. e., ground stations) do ﬁot lie in a plane. Consequently, the :
problem could be singular if all the targets were lying on one second order (plane)
curve, This could approximately occur in practice if the four ground stations
were observing the satellite points on two short passes of approximately the

same altitude. Exactly the same conclusions can be drawn for networks withmore

than four ground stations, whether all the stations are co-observing or not.
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92 Critical Surface for Four Ground Stations Using Canonical Approach.

The principle of this approach is the following: in case of singularity A)
jiminated for station 4, i.e., in case of the non-singular three column block for
- gtation 4, it is always possible to bring to zero all except three rows in this three
~ golumn block by row equivalence operations; these three rows can be assumed to
correspond to the first three targets; then, using column equivalence operations,
the elements of these three rows in all the (three) remaining columns can be
prought to zero. Thus A matrix has been modified (without having the rank

changed) in such a way, that it has a non-singular (3 x 3) submatrix in its upper

left corner, with zeroes everywhere else in the first three rows and columns.

Had singularity A)occurred, none of these operations and no further analysis would
have been necessary. Thus, using the canonical approach, singularity A) will be
assumed eliminated. The following derivation for four ground stations, as well

as later for more stations, will be based on this assumption.

The practical way of bringing zeroes to the three column block of station 4

(and any other station in later derivations) is based on the fact t':hat the fourth,

fifth, and any further non-zero row in this three column block must lie in the

row space of the first three rows which are assumed independent. Consequently,
any such row, now denoted as row j, can be brought to zero by adding to it the pro~
per linear combination of the first three rows. The corresponding coefficients of

these rows will be denoted as ki, ks, ks. They can be computed as follows:

ky 70 (Xy-%y) Za(Xoxe) ZaXa—xo)|*| Zs (X, —xﬂ
kp| = —|Z1(Y1-Ye) Zg(Y2~Ya) Zs(Ya-yo)| | Z3(¥s-ya)l - (2.2-2)
kg Z1(Zy-24) Zo(Z2-74) Z8(Za-24)| | Zy(Zy~2a)

This is seen directly from the corresponding three column block of A matrix in
Table (1.2-2). The inverse in (2.2-2) exists due to the earlier assumptions. The
same row operations have to be performed on all the columns of A matrix (i.e.,

on the entire row j). This will change the jth row in the last three column block
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the above operations would be:

_ | _
(3) | o)

A I I 2
0 [ A, '
{0-3)x3 l (o-3)xa

matrix, which has only three columns. Analogous reductions will be made fo
more than four ground stations.

Next, the rows of 'A—éwill be obtained, using the coefficients k. In order
solve (2.2-2), the determinant of the matrix to be inverted, denoted as D,, is.

after some algebraic manipulations obtained as

Dy = 3 Xg+ 82Ya + %% + 2 (2.2

where

8 = @1 tTastag,

8y = 8p1 T 8gz T Apg, :

(2. 2-40)

ag = agy * agz t aga,

g = ~(Zy83, * Zpag, *+ Zgaa),
and where
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1 = ~YpZgt Y3Zp &z = Y1Z3- YaZy, a5 =-Y 2+ Y574,

&
|

XEZQ - }{ng, Agp & "‘X]_Zg + XQZI, Apg = X]_Zg - XEZl (2. 2“‘4b)
g1 ~ "XgYa + XsYg, dgp = XIY.'B - XsYl, dga = -X]_Yg + Xng .

The part of row j which is located in the last three column block will be denoted as
ry; it will have the form (after the row equivalence operations have been per-

' formed):

Da(z4 Yy - ¥4 Zy) (X - Xa) T
1
ry = ]'3:{ Dy(zaYy - YaZy) (Yy ~ Ya) -

(2x3) D[z Xy - Y, ';—Z') - Zy Ca ] Xy - %g)
(2eY1-YaZ1) (K1-%3) (-Daky) + (25Y2y4Z2) (Ka=%s) (-Dyks) +
=1 (24Y1-Y4Z1) (Y1-Ya) (-Dgk;) + (24Y2YaZ2) (Y2-¥a) (-Dgkz) +
[z4<X1~Y1-§-fj>—zlc4J<X1—x2) (-Daki) + Ez4o<a—Yg§-,‘§)-—zgcd<Xz-x2> (-Dakz) +
+ (24Y3-Y4Z3) (Xz—Xa) (-Dgka) T
T (24Y3"YaZ3) (Y3-Ya) (-Dgks) } (2.2-5)

+ [%(Xs‘Ya'X};:)"ZsC‘;] (X3-%2)(-Dgky)

where

X
Ca ™ Xy = Ya it
s -
The terms (-Dgk;), (-Dgkz), and (-Dyks) can be expressed as
1
Dy = — (XyZyxBy+Y,Zy(-Cy) + ZF x Dy + Zy x E, ],
1

1
-Dkg = = (X;Z(-Bg) + Y, Z, xCa+ Z (-Da) + Z, xEz], (2.2-86)
2
and

"‘D4k3 ='—]§~ [XJZJ XB3+YJZJ("C3)+ZJ2 XD3+ZJ XES:]
3
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where

and

and

The three expressions
when target j is replaced by any of stations 1, 2, 3) and also if (X, Yy, Z;) is sub-
stituted for by (x4, y4,24). Since D, # 0, it must hold that

ky

further,

The relations (2.2-7b) can be immediately found by inspection from (2.2-2);

they follow also from (2.2-6)-(2. 2-6c), which thus verifies all the above derivation

B, = -ap - (Ya-Y3) 24 + (Z3-Z3)y,,
a1 - (Xg-X3) 24 + (Zo-Z3) %y,
Dy = ~a3; - (Xz-X3)ya + (Yo~ Ya) x,,

83Xy t 831Y4 + 831 Zg,

Q
I

e
|

a2~ (Y1-Y3) 24 + (21 -Z3)Ya,
Co= -aga~- (X1 -X3) 24 + (21 - Z3) Xy,
D= agp- (X3 -Xg)ye + (Y1 -Ya)x,,

Ea= @2X,+ a3y, + 2322,,

!

By = -a13~ (Y1~ Y2) 24 + (Z1 - Z2) Vs,
Ca= apy- (X1 -Xg)z, + (21~ Z2) %y,
D3 = -a33~- (Xy ~Xa) ¥a + (Y1 - Yo) X4,

Es= @13Xs+ 2234 + 8352,

ks = kg =0 whenever j
=-1, kg = 0, ks = 0 whenever j
0, kp = -1, kg= 0 whenever j

]

0, ks = 0, ks = -1 whenever j
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in (2.2-6) are all equal to zero whenever Zy; = 0 (and so

M

il

=1,2,3,or 4; (2. 2-Ta);

target 1,
target 2,
target 3.




The matrix K4 is such that it is composed of the rows ry, j=4,5,86, ... ; if
any target beyond targets 4 and 5 is denoted as a variable point (X, Y, Z) and its

row by the letter r, then K4 can be written as

Ty
I's

A= | L. (2. 2-8)

Should A, be singular then every row r would have to lie in the row space of r,
and rs, assumed independent (they would be dependent if it held that z, = 0, i.e.,
if all the observing stations were lying in a plane which is not true in this chapter);

namely, it would hold for any row r that

Ty
rs | = 0. (2. 2-9)

r

From the form of (2.2-5) and (2.2-6), it is clear that the row r contains the terms
of first and second order in (X,Y,Z). Therefore, (2. 2-9) expresses the condition
that the variable point (X,Y,Z) lies on a second order surface passing through the
origin (of the local coordinate system).

As usual, it will be useful to find nine points through which the second order
surface passes and which could in general serve for its definition (see for instance
Appendix 6). Clearly, whenever (X,Y,Z) is the same as (X4, Yy, Zy) or (X5, Y5, Zs),
then r is the same as r, or rs and (2. 2-9) holds. Further, whenever the variable
point in (2. 2-5) - there appearing as {(Xy,Y,,Z,) - is substituted for by stations
1,2,3,0r 4, that row becomes a zero row {for the first part in (2.2-5) it is seen
directly and for the second part it follows when the conditions (2.2-Ta) are consid-

ered). The same is true when the variable point is replaced by targets 1,2, or 3;

153

ke A e




this follows directly from (2.2-5) and (2. 9-7b). Thus,the second order surfaci’e;

defined by (2. 2-9) for any target (X,Y,Z) beyond target 5 passes through statigng

1,2, 3,4 and targets 1,2,3,4, and 5. It can be concluded that a problem is

singular whenever all the (four) ground stations and all the targets are lying on

one second order surface. This property has been demonstrated already in

section 2.21 and in Appendix 8. However, the canonical approach from this

section is the most important as it will be used for networks containing more thaj

four ground stations as well,

9.23 Computations of Critical Surface for Four Ground Stations.

9.9231 General Considerations.

A general equation of second degree in three variables (x,y,z) can be writte

as

Ax® + Hxy + Gxz + By® + Fyz + CZ2+ Px +Qy + Rz + D = 0.

The solutions of this equation can be represented by"é second degrée surface. If

the constant term D in (2. 2-10) is equal to zero, the surface passes through the
origin of the coordinate system. Some of the following notations and descriptions

are taken from [4], p. 362. The (3 x 3) matrix containing the coefficients of the
quadratic terms in (2. 2-10) will be denoted by the letter A (not to be confused

with the coefficient A in the above equation); its form is given as

. ) ) _—
A — - ——
ZH ZG
1 1
= | = = L2-1
A ZH B 2F . (2
1
"Z—G %‘F C
L _

The matrix obtained from (2.2-10a) and denoted as E is defined in the following :

manner:
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— .
1 1 1
= = =P
A 2 H 2 G 2
1 1 1
— —— F —
2 H B 2 2 Q
B 1 1
1
— - T C —R
2 G 2 2
1 1 1
= = = D
2 P 2 @ 7 B _
Its determinant is denoted by the symbol A&, i. e.,
A = |E|.
If further notations are introduced, namely
b4 P
X=1y| > a=1@Q] , c = D,
Z | - R |

‘then the equation representing a second degree surface can be written as
x"Ax + x'a +tc = 0 (2.2-11)
when the surface passes through the origin, its equation reduces to
x"Ax + x'a =0, (2.2-11a)

A general case to be investigated is such that both A and E matrices have full rank.
Its solution may be either real or complex. Of all possible cases, only those which
have a real solution and whose matrices A and E ‘both have full rank are of

importance in this study. They arepresented in Table (2.2-1). Thefourth columnthere

has the heading ""signs of \'s''; since X represents any of the three eigenvalues of
the above A matrix, this column specifies whether all three X's have the same

sign or not. In the case of an ellipsoid, the signs which are the same must be

positive (otherwise the ellipsoid would be imaginary).
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Table (2.2-1)

Description of Pertinent Second Order Surfaces

Rank e | Rank E A Signs of \'s Kind of Real Surface

3 4 <0 Same Ellipsoid
3 4 >0 Different Hyperboloid of one sheet:
3 4 <0 Different Hyperboloid of two sheetg|®

The distinctions specified in this table were used in Appendix 4,

section A4, 3, when dealing with solutions of second degree equations of the

type (2.2-11).

in a different coordinate system, called basic. In order to obtain the critical

surfaces in the basic coordinate system, transformations have to be applied

be introduced:

X = }; o coordinates of a point in the basic coordinate
L Z ] system; thus in particular, -
F"X—‘ .

X, = Y: . coordinates of the origin of the local coordinate
| Z | system;

x = ;{ o coordinates of a point in the local coordinate
L2 | system.

According to (A4~-4a) - (A4-4c) in Appendix 4,

x = PT(X-X,) (2. 2-12
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where x was identified with <’ and P with R, a (3 x 3) orthogonal matrix. This
formula gives the coordinates of a point in the local coordinate system computed
from the coordinates given in the basic coordinate system; it is said to transform
the coordinates from the basic to the local coordinate system. From (2.2-12)

or (A4-4a) it is obtained that
X = X, +Px, (2.2-13)

which is said to transform the coordinates from the local to the basic coordinate
system. The orthogonal matrix P is made up of the directional cosines pertaining

to the relative orientation of the two coordinate systems, namely

cos (X, x) cos (X, Y) cos (X, z)
P = |cos(Y,Xx) cos (Y, y) cos (Y, z) . (2.2-14)
cos (Z, x) cos (Z, y) | cos(Z, z)

Here X,Y,Z represents the three axes of the basic coordinate system and x,y, z the
‘three axes of the local coordinate system; thus (X, x) represents the angle between
the X-axis and the x-axis, with similar description for the other angles.

The values needed for the transformation equations (2.2-12) and (2. 2-13) are

the vector X, and the matrix P. The vector X, is simply given as

Xy . . .
oordinates of station 1 t i

x, = | v, coordinates o ation 1 in the basic (2. 2-15)
YA coordinate system.

(This notation should not be confused with (X, Yy, Z,) from all the other sections
where the capital letters are reserved for targets' coordinates and the small
letters are used for stations' coordinates; the capital letters are used for stations'
coordinates exclusively in the problem of transformation of coordinates between the
local and the basic coordinate systems involving only stations 1, 2, 3; in such a pro-

blem the targets' coordinates do not appear at all). The direction of the x~axis in
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terms of the basic coordinate system is given by the unit vector ; , Where
. i ilﬁ cos (x, X)
i=| iy = |cos(x,Y)| .
ig cos (x, 2)
Since the x-axis was defined as the line connecting stations 1 and 2,

XX . YauYy, . Za-7

where

1
Sz = [(Xz"xl)a + (Ya-Yy)° + (22‘21)2]2-

written as

v = (12) x (13)

with appropriate vector interpretations. The vector v is then computed as

Vi (Ya-Y1)(Z3-Z,) - (Z2-7,)(Y5-Yy)
VE|IVe | T (Zz-2)(X-K) - (X=X ) (Za-Z,) | .
V3 | (XemX) (Ya-Y1) - (Yo Y1) (Xa-X1)

With s denoting the norm of v, i.e., with

— - i
s = Lvla + VQE + VSEJE’

the direction of the z-axis can be given by the unit vector 12 such that

k, cos (z, X)
k =] ks = | cos (z, Y)
ka cos (z, Z)
where
V. V. V.
ky = =%, kg = =2, Kk = 2
1 s 2 s 3 S
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ly, the unit vector of the direction of the y-axis is given as

jl cos (Y: X)
f =|jg| = [cos(y,Y)]| (2.2-16c)
Ja cos (¥, %

since f is a cross-product of 1:: with f, namely,

~

jA:lA(xi,

ts components are given as follows:
jh = keig - Kgla, ja = ks iy - Ky ia, ja = Ky iz - kahy.

consequently, using (2. 9-16a) - (2.2-16¢) in the formula (2. 2-14), the matrix P

' can be written as

P=|iz Ja Kal- (2.2-17)

‘2.232 Critical Surface Algebraically, in Local Coordinate System.

The critical surface for four ground stations has been shown to be a second

order surface passing through all four stations and (first) five targets. It could

be found for instance by the fitting procedure described in Appendix 6. However,

it will be helpful to find the form (2.2-11a) of this second order surface in the
local coordinate system independently, using the canonical approach.

To do this, it will be necessary to obtain the three elements of the row r,
appearing in (2.2-8) or (2. 2-9), explicitly in terms of (X,Y,Z). It will be done
using the relation (2.2-5) for ry, where j holds for any target beyond 3. Thus
for row r, corresponding to any target beyond 5, the index j will be simply drop-

ped everywhere in (2.2-5). The three elements of this row will be denoted as r,

r’, and r*, so that
‘ r = [ ® ). (2.2-18)
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Using the relations (2.2-6) together with (2.2-5), after some algebraic mani;

tions the following result, written conveniently in a matrix form, is obtainei

r
r'=|r° =—1—M4V. (@:
Dy (3x9)(ox1)
3

the elements of M, are given for the first row as

my =0, myz = 2Dy, Mg = -¥4Dy- A1 By (X1 -Xa)+AzBa(Xa-Xs)~ AaBa(Xa-xs),

My, =

- AzEa(Xo-X3)- Az E3(Xs-Xa),

for the second row as

Mmz; = 0, mMpz =0, Mpy = -A By (Y1-¥3)+AsBa(Y2-y3)-As Bs(Ya-y3), mp, = 2,Dy;

Mas = ~Y4Dyt AL Gy (Y1 -¥3)-ApCa(Ya-y3) Az Ca(Y3-Ya), Mag = —A Dy (Yy-ya)+
+ADa(Yo-ya)~AgDa(Ya-ys), Mgy = 0, Mag = ~y3Z,D,, Mpg = YaYaDa~ Ay By (Y1 =¥a):
- AgEa(Ye-y3)~AsEs(Y3-Ya),

and for the third row as

pre ‘ _ ) -~
Mgy = 2Dy, Mgz = -2 z,D,, myz = -C4Dy-K; B; tKpBo-K3Bs, mgy = 0,

M35 = Ky G -KaCatK3C3, mgg = ~K Dy +KpDp-KsDs, mgo = -Xp7,D,,

X.
Mg = Xa';:' 24Dy, Mgg = X5, Dy-K  E1 -KoEo-K B,

where new notations have been introduced as follows:

Y Y.
A = — Z4~Ya» Ax = =2 Za~Ya As = T2 24~ Yas
Zl Zg ZB
and
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' X, Y7 x
Ky = (X “Xa)rze(—z'l ‘?l ;.a') Cals
X, Y
Ko = (X2 - x2) (24 ( -Z'a 'Za'?l) - Gl
X Y, x
Ks = (X3 - Xo) [24('—3' ES.__B. - ¢l
Zg

The column vector V has the form:
vV = [X?% XY, XZ, Y% YZ, 2% X, Y, 27

Clearly, for the rows r, and rs it can be written in analogy to (2.2-19):

Ly
rT = I‘e = _];" M4V4._
4 4 D,
ry
where
Vy = [X4 KoY, XaZy, Yy, Yu24, Zg, Xas Yy, 243
‘and
rd
rd =| rd| = ;L'Dd V,
5 = 5 D, 'S
rd
where

]

Vs = [X&, XsYs, XsZs, Y&, Ys Zs, Z&, Xs, Ys, Zs1.

Using the latest notations, the expression (2. 2-9) can be written as

rs rf rd|=0,
o r’ |
Which gives
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s

i s

™R, + 'Ry + I°Rg = 0
where
R, = rlré - rird,
Re = rlrs - rs T8,
R, = rélrég—rfrs.l.

Using the expression (2.2-19) for r, it is now obtained from (2. 2-23a):

-l;- (XPby, +X Y ba+t X Zbg+Y2by+ Y Z bs+ Z2bg+ X by + Y bg+ Z bg)

where b;, bs, ..., bg can be determined from the relationship, which will also
useful later; namely,

where

[bl by bs by bs bs b bg bg]

and
R = [Ry, R Rl
(upon mspec‘mon of (2.2-19) and (2.2-23a) it is seen that (2.2-24a) is valid
with by = Em“RJ, i=1,2, ..., 9, which is exactly (2.2-24b)). Since it holds
=1
in general that
by # 0,
the equation (2.2-24) can be multiplied by -gl and the result written in a matrix
4
form as

x"Ax+x"a=0 (2. 2-25)

where, with the usual notations for the elements of A-matrix and a-vector, it

holds that
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81 T 1,
Qp T 8a T ';'"'Ela,
Q3 = a1 T ’é‘%’
e %1&.’ (2.2-252)
33 T 4327 -pb—f'
433 = ‘Ela,
and
& = -pb_f’
ag = -Ela, (2. 2-25Db)

The second order surface represented by (2. 2-25) - (2. 2-25b) is then the desired

form (2.2-11a) given in the local coordinate system. Numerically (within
round-off errors), the same values for A-matrix and a-vector were obtained as

those computed by methods developed in Appendix 6 or Appendix 8.

5.933 Practical Computation of Critical Surface.
The critical surface for four ground stations can be computed in four steps
as follows:
(1) Transformation of coordinates from the basic coordinate
system to the local coordinate system of all the points
(ground stations and targets).
(2) Computation of the critical surface, given in the local

coordinate system by (2.2-25), in the canonical form
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including the determination of its center and six main surface
points; furthermore, computation of an approximate
distance to the surface from any point beyond the four
ground stations and the first five targets.

(3) Transformation of all the new points from the canonical
coordinates to the local coordinate system.

(4) Transformation of all the new points from the local coor-

dinate system to the basic coordinate system.

A more detailed description and explanation of these four steps is appropriate
at this time,.
The formula to be used in step (1) is (2.2-12); the values for X, and P used
in it can be computed from (2.2-15) and (2. 2~17).
The first part of the computations needed for step (2) can be cafried out

using the method presented in Appendix 4, section A4.3. To make the formula
(2.2-25) repfesenting the critical surface with respect to the local coordinate
system complete. the coefficients listed in (2. 2-25a) and (2. 2-25b) have to be

‘computed; this can be done when step (1) has been completed. The formula "
(2.2-25) corresponds to (A4-18) in Appendix 4. There, the local coor-
dinate system is called "original coordinate system'. In section A4.3, the
approach to find the kind, size, and shape of the second order surface is given,
which finally leads to determination of the center of the surface and its six
"main surface points'., At the same time, thé computation of the second order
surface yields the values for x, and R, necessary to determine its position
and orientation with respect to the local coordinate system. In the second
part of step (2), approximate distances from some points to the critical surface
are required. A method to achieve this - with the precision improving when the*
point approaches the surface - was developed and described in Appendix 7. The i
computations of such distances are done in the canonical coordinate system.

Furthermore, additional points on the second order surface are obtained; they

164




A
correspond to certain projection of the above points onto the surface, as

specified in Appendix 7. This feature can be useful in examining some nearly
singular cases, because one can get a fairly good idea how close certain targets
are to the critical surface. With all the ground stations in a plane such computa~-
tions were unnecessary, since the critical curve in that case could be plotted

and the distance measured.

Transformation from the canonical coordinates to the local coordinate
system is also described in Appendix 4 and given by the formula (A4-8). The
new points to be transformed are the center of the critical surface, its six main
surface points and "projected points", if any. The old points can be also trans-
formed to the local coordinate system and then back to the basic coordinate sys-
tem for checking purposes.

The transformation of step (4) is performed using the formula (2. 2-13)

with X, and P being the same as in step (1).

2.3 Range Observations from Any Number of Ground Stations

with Three Stations Observing All Targets.

The stations observing all the targets will be denoted by numbers 1,2, 3 as
it was done in the first chapter; also other notations as well as the arrangement
of observations in quads will remain the same. A matrix for any number of
ground stations in general configuration is given in Table (1.2-2), section 1.2.
The analysis of the critical surfaces in this se;ction will be made using the
same principles as those for four ground stations, described in previous sections,

i.e., using the canonical approach.

2.31 Critical Surfaces Using Canonical Approach.

The same approach as in sections 2. 22 will be now used with respect to all
the three column blocks corresponding to all stations beyond 1,2, 3 (i.e., for all

except the last three column block). Each such block will be "'cleared" by row
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equivalence operations of all except the first three of its rows. The remajnie

elements in such three rows will be again brought to zero by column equivalgy

row block (corresponding to station 4), was described in the previous sectiong

they were denoted as rows ry, which was later changed to r, and rs to denoté"""“*

2

e e

may be further arranged in such a way that X4, Ks, 'A-s, ..., etc., submatrices

-appear in the lower part of this modified A matrix. ' It now has the form:

P, 0 0 ... 0

0 0 Py... 0

‘L K,V . . . ‘.—' ,

i 0 0 0 ... A,

‘ 0 0 0 ... Agi

- 0 0 9 ... &
which can be written as

|

|
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3~ (2. 3-1)
0 A

where P is a non-singular matrix composed of non-singular (3 x 3) submatrices

along the main diagonal and zeroes elsewhere, and where A is given as

=

x=| 0. (2.3-2)

A

Due to the form (2.3-1) and the property of P matrix, A is singular if and only if
A is singular. Thus, the problem has been again reduced to analyzing a matrix
with only three columns. There has to be at least three rows in A, or else A
would be automatically singular without any further considerations.

The rows in K‘,‘, denoted as ry, Ts, T, corresponded to the fourth, fifth, and
any further target observed from station 4; they were given by (2.2-21), (2.2-22),

and (2.2-19) respectively. The rows in As, denoted as T, T, ... , are computed

the same way, namely

T,
!
¥ = | T4 =-5;M5V4. (2.3-3)
s

Dg is computed according to (2.2-4) - (2.2-4Db) with the coordinates of station 5
replacing the coordinates of station 4 and the coordinates of the first three
satellites in jg taking place of the same coordinates in j,; Ms is computed from

(2.2-19) through (2. 2-19b) with exactly the same modifications as above; Vg,

A




given by (2.2-21a), is associated with the fourth target in js rather than in i
Any further row in Ks, denoted as T, is obtained as

-I—_-l

T;

row in Ag will be denoted as

=
-

it can be described exactly the same way as the row T, except that all the quantl=
ties in (2. 3-9) refer to station 6 rather than station 5 (including the correspondin
satellite groups). Similar formulas and descriptions would apply for any further
stations. :

Since there are at least three rows in A matrix, each station has to observe.
at least three targets (otherwise singularity A) would automatically occur) and at
least three more targets must be observed from one or more quads. (When the

stations were considered lying in one plane at least three quads had to observe

such additional targets, while here these targets may be observed by just one
quad, so that theoretically one quad could observe six targets and the other quads
only three targets each.) The problem will be singular if each additional row in

A is lying in the row space of the first two rows, assumed independent. At this -

point the discussion will be divided into two cases: case (a), where j, i8S

assumed to contain more than four targets, and case (b), rather theoretical,
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where j, is assumed to contain exactly four targets (otherwise the stations can
pe renumbered so that station 4 always observes more than three targets).

Case (a) is such that the first tworows in A are r, and rg, corresponding to
targets 4 and 5 observed by station 4; they are the same two rows as those used
in section 2.232 and given by (2.2-21) and (2.2-22), needed to compute the critical
surface for station 4. Consequently, the critical surface for station 4 in the
local coordinate syst em is given by the formulas (2.2-25) - (2. 2-25b) in which the b
coefficients can be found from (2.2-24b) and (2.2-23b), with the elements of M,
matrix given following the formula (2.2-19). At the end of section 2,22, this sur-
face was shown to pass through stations 1, 2, 3, and 4 and through the first five tar-

gets observed by station 4. For station 5, the critical surface is represented by

Ty Ty Tq

rée 2 13| =0 (2.3-6)
— — -3

Tt 72

where T corresponds to any row in -A_s, i,e., to T, as well. This surface is seen to
pass through stations 1, 2,3, and 5 and through the first three targets observed by

station 5; if the target corresponding to row T is substituted for by any of these

points, then T is a zero row according to the same reasoning which followed (2.2-9)

at the end of section 2.22. The equation (2. 3-6) can be written as

TR + FPRg + T Ry = 0 (2.3-62)

where R,, Ro, R, are given by (2.2-23b). From (2.3-6a) considering (2.3-4), the
critical surface can be given by the formula (2. 2-24a),where D, is to be replaced

by Ds and where the b terms are now computed from

Bs = RMS (2.3"7)
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with
B5 = rbl bg b3 b4, b5 bS b7 ba bg].

surface for station 6 (and any further station) could be found; in thig cage

terms would be computed from

B€,=RM5.

If there were some additional targets in j,, represented by the row r, the

critical surface for station 4 would be given as

ry rf 2
T, T T¢| =0,
rr r®
or
T ﬁl + rz_f{_g + rBEG—“— 0
where
E'1 = rtl—a?: I'g-ff,
Rs = rf'fj—ri'ff,
Ry = rsTF - r'T,
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ith the rows r, and T, given by (2.21) and (2. 3-3). This surface would pass

~ through stations 1,2, 3, and 4 and through the first four targets observed by station
! 4 (if the variable point corresponding to row r were replaced by any of the first

~ geven points mentioned above then r would be a zero row, while for the eighth
point - target 4 - r would be the same as the first row of the determinant in

(2. 3-9)). Comparing (2.3-9a) with (2.2-23a), it is clear that the critical surface

could be represented by the equation (2.2-24a) with the b terms obtained from

B, = RM, (2. 3-10)

where

R = (R, Ry Rsl- ' (2.3-11)

Consequently, such critical surface for further targets in j, would be given again
by (2.2-25) - (2.2-25b) with the b coefficients from (2.3-10). For station 5, the
critical surface can be represented by the relation (2. 3-9) where the row r is
replaced by the row T; this row is associated with any target in jg beyond target
4, This critical surface is seen to pass through stations 1,2,3, and 5 and through

the first four targets observed by station 5. It is given by the relation

'R, + TRy + T°Rg = O, (2.3-12)
Considering (2.3-4), this leads again to the formula (2. 2-24a) where D, is to be
replaced by Dg and where the b terms are now computed from

Bs = RMs. (2.2-13)

Thus the critical surface for station 5 is given again by (2.2-25) - (2. 2-25b),
using (2. 3-13) for computation of the b terms, The same formulas would also
apply for the critical surface for station 6, except that the b terms would be com-~
puted from |

B, = RM,. (2. 3-14)
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This surface passes through stations 1,2,3, and 6 and through the first thig
targets observed by station 6, as it was already seen in case (a). One Cf;uld
continue the same way for any further station. ;

The problem would then be singular if all the targets beyond target 4
(however, such targets are not assumed to exist in this case), beyond tar;

in js, beyond target 3 in js, etc., were lying on the corresponding critical ‘s

described in section 2. 233,

2.32 Problem with Critical Surfaces Coinciding,

2.321 General Considerations.

The 9-vector V was given as

VvV =[X3XY,X%2,Y,Y2,72%X,Y,Z2]".

1t will be now partitioned into two parts, according to absence or presence :
Z-coordinate; namely,

vt = X5 XY, Y5 X, YT

and

vi=(X2,YZ, 23 21",

as B. The following derivations will be made for case (a); considering the cg&% |

cal surface for station i, the B vector is written as £
By = [b, by by by bg bs by bg bg !y

It will be partitioned correspondingly to vector V as
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B = [b, by by by bg1, (2.3-16a)
and

BZ = [bs bs by bg],. (2. 3-16b)

Matrix M, and any further matrix M, (corresponding to the same station i as B,)

will also be partitioned; from the form of M, it is seen that

M, = 0 0 Z4 0 ~YaZa |, (2.3-17a)
P.%) Xa
Z - Z 0 -Xa Z X Z
i 4 Y.'B 4 2“4 Eys t

which is of rank three; (3 x 4) matrix M7 is much more complicated. Similarly,

— -

0 z, 0 0 Xy 74
Ml = 0 0 z, 0 -yaZy | . (2.3-17D)
Zy --i("-*nz1 0 ~XoZy xg—xﬁzi
| Ya Yz |

It has been assumed that z, # 0 and z, # 0. From (2.3-17a) and (2. 3-17b) one can
see that

Mz, = Mz, (2. 3-18)

Since B,, B; were computed as

B4 = RM4, Bi = RMi
and consequently
B, = RM,, B; = RM/,
- 1t also holds that
Blz, = B}z, (2. 3-19)

mustbe the same for station 4 and any station i.

But then%lz by l;-lz, and

sl

’ ’
b,
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Clearly, all these results hold in case (b) as well. Consequently, the Dafts

A-matrix and a-vector from (2.2-25), such as

— i

as a useful check in numerical computations in both case (a) and case (b),
A plausible geometric interpretation of this result is such that each of
the critical surfaces intersects the plane of station 1,2, and 3 (i.e., plane
z = 0) in a second order curve and that all these second order curves coin-
cide. Necessarily, this one second order curve, common to all the critical
surfaces, passes through the stations 1,2, and 3 (further stations and all

targets are in general assumed not to be lying in the plane z = 0). An illug~

tration of this result is presented in Figure 6.

The critical surface for any station was given by (2. 2-25) as
x"TAx + xTa=0,
which can be also written as
BV = B'V' + B?V® = 0;

here the subscripts have been omitted. Whenever non-zero A-matrix and a-veoto

for two second order surfaces are the same, these two surfaces coincide. In

terms of the equation (2. 3-20). this means that whenever it holds that

(2.3-21)

23, . nZ2
Byzy = Bizg,

then, due to

1 — 1l
By zy = By 2y,
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Plane of

stations
1, 2, 3

Figure 6

ILLUSTRATION OF CRITICAL SURFACES: Stations 1, 2, 3 observe all
targets; stations 4 and 5 together with their satellite groups j, and js
are on the second order surfaces S, and S5, respectively; stations 1,
2, 3 are on the second order intersection curve of surfaces & and S.
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it also holds that

Bozy = Byz,

—

three targets observed by station i. Assume that station i and targets 1,2 7

type (2. 3-20); namely,
B,V, =0, B,V =0, B,Vz=0, B, Vs =0.
For the critical surface of station i it holds that

B,V,=0, Bvif =0, B, V5= 0, B;Vz=o0,

.and case (b) in section 2. 31, Considering (2. 3-20), it foliows from (2. 3-23b)
(2. 3-23a) respectively:

BIVE = -BIV), B{Vf = -B{W, BZVE = -BiV}, B2VE- -BlV

i

BSVY = -BJ V], BZVE = -B}V{, BZVE = -Blvd, B2VE-=
These last relations can be written in matrix form as

BILVE V& VE V8] = -BI VI V Vi Vi)

and

i

B42 [Viz V’iz V‘ag VB?]

Wy
IO

“Be VP W Vi v
Denoting

o™ [V V8 VE v
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= [V} v§ Vv

(Sxé) o

Vs 1,

Wl

g can be written as

BEN = B{ M
BEN = B} M,
BZ = B} MN* (2. 3-242)
BZ = B M N%, (2. 3-24b)
|s non-singular. Using the relation (2. 3-19), i.e., using’
B! = = B
Zy
), it follows that
BZ = £t B! MN?
Z4_ -

Blngular, it would have to hold that
Xy 2y X321 X33 X373
Y24 Y727 YsZs Y575
- . ” 2 = 0. (2. 3-25)
2y ZT Zz Z3
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Factoring out z,, Z3,Z3, Zz from the above determinant (all assumed non-zero),’
transposing it and subtracting its first row from the other three rows, (2. 3-25)

can be written, using the development by the first row, as

"Sl
Xi-%y Yi-y, Zi- 274
X5-Xy Y-y, Zz- 1z, = 0.
Xz-%y Yz-y, Zz- 2z,

However, this is the equation of a plane passing through the points i, 1,5, 3, But :
since singularity A) was excluded for the first three targets, the above relation
cannot hold and so |N| # 0, which completes the discussion.

It can be concluded in general, that if the critical surface of one station in
a network contains another station and its (first) three targets, then the critical
surfaces of both stations coincide. Next, suppose that target 4 lies on the critical
surfaees of both station 4 and station i. The same conclusion would hold for tar-
get 4 (observed by station i). replacing station i in (2. 3-23b) and the following deri
vations, provided Zy # 0 and provided the four targets (I, 2,3, and %) are not
lying in one plane. Consequently, if four targets lying on one critical surface are
also lying on another critical surface, then these two surfaces in generel coincide.
This can be explained by the fact that all except four values in A-matrix and a~-
vector for different critical surfaces in a network are the same from the beginning
without any conditions.

Also this result has a plausible geometric interpretation. Since all the criti-
cal surfaces (one corresponding to each station beyond station 3) intersect in a
second order curve in the plane of stations 1,2, and 3, they can be considered to
have five points in common in that plane (which is equivalent to having five param-
eters in common). Consequently, four more points in general configuration are
needed (none of them in that plane) for each critical surface to be determined.
If all four of them were lying in one plane, the second order surface would

degenerate into two intersecting planes. 1If these four points lie on the
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me second order surfacs, then the corresponding critical surfaces coincide,

pnce in general nine points are needed for the determination of a second order

rface. This also implies that if all ground stations observe the same four
rgets then all the critical surfaces coincide and such a network is singular only

all its points (stations and targets) lie on one second order surface.

322 Critical Surface if All Ground Stations Co-observe.
Should a network be singular, all the targets would have to lie on the corre-

onding second order surfaces. If all the stations co-observe, all the existing

oups of targets coincide. Therefore, for singularity to occur, all the targets
_general more than four) would have to be lying simultaneously on all the criti-
| surfaces. But then all these surfaces would coincide as demonstrated above.
nsequently, with all the ground station co-observing the problem is in general
gular only if all the points of a network, i.e. all the stations and all the tar-
:s, lie on one second order surface. One exception is '"reverse singularity B)",
ich occurs when all the targets are in a plane on a second order curve. This

e of singularity is described in section 2.21. (Singularity A) could occur only

ler similar conditions as described in 1. 34, namely, if all the targets lay in

tra.ighf line. However, this is only a special case of "'reverse singularity B)"
2n a second order curve degenerates into two coincident lines.) If all the tar-
ts lie in a plane containing any ground station the solution is singular whether
| stations co-observe or not; however, for the reasons given in section 1, 34

(s is not singularity A) in the usual sense for all stations co-observing, even

Jugh geometrically it is closely related to it. To show that the solution is
gular in this case one can argue that an "observing" set of points lying in a

e (here all targets) contains a member of the "observed" set of points. Under

§ condition the solution is singular according to the first chapter. This is the
ly other exception to the rule stated above.

Naturally, with all the points of a network lying on a second order surface,
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any arrangement of observations (e.g., exactly three stations observing g1

the targets, replacing of certain stations, or finally "leapfrogging'n make

adjustment singular, as it differs from the case when all stationsg co-obseryg

only by absence of certain observations. A geometric illustration of such 5

configuration is presented in Figure 7.

2. 33 Independent Derivation of Singularity C) When All Ground Stations Are
*\
Lying in Plane,

Assuming z = 0 for all ground stations, important simplifications will take

place in all the formulas leading to and including M matrix which first appeared

in (2.2-19). For instance, if station i is considered, some of the Simplificatloni

taking place are:

A= Ay = Ay = -y

Ky = -¢; (X1 -%2), Kz = -¢, (Xz~%3), Kz = -¢, (Xa-xXa)
(c, is obtained by substituting x,, y, for Xay Y4 1D Cy);
Dy = ayxy + apy; + a

where the a-coefficients become also simplified. Finally, it is obtained for M

matrix: )
0 0 -yi(x;-%z)a, 0 “Vi(X1-Xs)8z -y (X;~Xa)a; 0 0 -y (X,~Xs)a,

My = D, 00 -y(yi-va)a 0 -yi(y:i-¥a)as ~yi(yi-Ya)as O 0 -y,(yi-Ya)d

0 0 -cy(x-%Xz)a; 0 -c((X,~Xg)a, -Cy(X;-Xa)ag 0 0 -c((X;~Xa)dy

where the coordinates of targets 1, 2, 3 present in the a-coefficients necessarily
refer to the targets observed from station i. With these simplifications, it i8

obtained for any row r in the submatrix A, of A:
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Figure 7

ILLUSTRATION OF CRITICAL SURFACES: All stations observe all
targets; all stations and all targets are on a second order surface.
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3 et d e Ry e e e -

rl‘{ “Yi(Xi*X3)~

1
" 2] = o Z (X + aaY + a3Z + a,) “Yi(Y1-ya)

i}

r =Cy(X-Xg)

Since Z # 0 was stipulated from the beginning, this row will be 4 Zero row {3

aX +* Y + a3Z + g, = 0,

first three targets. It is seen from (2.3-27) that all such rows are linearly

observed from the same station. Consequently, only one non-zero row r can Be :
obtained from one station when the corresponding target is off-plane with rospeet
to the first three targets. Thus, the necessary condition to prevent smgulnr(t}"C)
was obtained: at least three stations must observe off-plane targets.

Next, the sufficient conditions for singularity C) to be eliminated will be.
derived. Suppose that only stations 4, 5,1 obsérve their targets off-plane. Le
the corresponding non-zero rows in A matrix be denoted as ry, Ty, Ty they “ré‘

associated with targets j,k, and m. Denote further
T = X + a,Y + 332 + a,,

which is non-zero for any variable point being off-plane with respect to the firat

three targets in its satellite group; consequently,

Ty #0, T¢#0, T, #0.




rpe submatrix of K, formed by r,, 1, T, is seen from (2.3-27) to have the from:

—‘— ‘]51: Z, T, 0 0 | ;’4(7{4‘?(3) Ya(Ya~¥a) 04(X4‘X2)—
L = 0 - 51'; Zy Tx 0 ||Ys(Xs7X3) ¥s(Ys~Ya) Cs(Xs=X)
0 0 - ‘Dli“ ZoTs||yi(X~%g) Yi(¥i~Ya) C1(Xy~%3) |
(2. 3-29)

f this matrix is singular or non-singular, then A matrix and consequently A
aatrix is singular or non-singular (singularity A) had been assumed eliminated).
ince the first matrix in (2.3-29) is non-singular, L is singular only if the second
1atrix is singular. But this occurs exactly when stations 4,5, i lie on a second
rder curve with station 1, 2, 3, as one may see from (1.3-2), section 1. 32,
‘herefore, the necessary and sufficient conditions for singularity C) eliminated
re: there must be (at least three) off-curve stations making off-plane observa-

ions, But this is exactly the result of section 1. 33.

2.4 Brief Discussion Concerning Replacing of Stations.

The principle of replacing of stations when the' ground stations are
! general configuration is simpler, but similar to the same discussion with all
le ground stations in éplane. The simplicity of this problem for most cases
onsists in the fact, that four ground stations-could be sufficient to form the
indamental unit (provided all the points do not lie on one second order surface).
onsequently, any three "old'" stations co-observing with a new station contribute
' the expansion of a non-singular network; the sufficient conditions that it be so
‘e: no target in the new satellite group is lying in a plane with the three "old"
’serving stations, and the new station is not lying in a plane with these new
‘Tgets, The first condition guarantees the unique determination of each new

‘rget using the three unique stations (they are part of a non-singular network),
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and the second condition guarantees the unique determination of the new:

from these targets.

unit consists of six stations; otherwise it consists of four or five stationg and
in each of these two cases some three stations are observing all the targets,
In the case of six stations forming a fundamental unit, replacement of observatleag
may occur. After the first replacement,the sufficient conditions to expand the
network, mentioned previously, will apply also in this case. It is assumed that
station k replaces station 3, as it was done in section 1.41. A matrix with
general distribution of the ground stations for this replacement was presented In

Table (1.4-1). Clearing the column blocks in this matrix from the non-zero

elements beyond the first three rows in each row block up to the row block
"From s'" is done in exactly the same way as described in section 2.22. In
the three column block for station k, "clearing' has to continue also for the
rows "From s", using the same first three rows of the row block "From k",
However, it is seen from Table (1.4-1) that the three coefficients k;, ks, and
ks for each of these additional rows will again contain second degree terms (n the
coordinates of the corresponding.target (in j,). Consequently, after this step \a
completed, some second degree terms will have been added to all the rows
"From s" of the last three column block. Therefore, the nature of the rows
"From s" in this block is the same as that of the previous rows before the row

equivalence operations were started (each row contains some second degree
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-mS). Finally, the clearing' of the three column block for s leads to some
efficients ky, ko, ks and to rows r in the last three column block which again
qtain second degree terms in the coordinates of the corresponding targets.
msequently, the structure of A matrix and of its A submatrix in particular
ter these operations is the same as when three stations were observing all the
rgets. As a matter of fact, the only rows T in & which changed are the Tows
,rresponding to station s. Consequently, the critical surfaces would be again
spresented by second order surfaces; for stations 4 through k these surfaces
ould be the same as when three stations observed all the targets, while for

:ation s the critical surface would be different.

9.5 Numerical Examples and Verifications of Theory.

In this example, points with their coordinates given in Table

Example 1.

7,5-1) are used to define a second order surface.

Table (2.5-1)

Coordinates of Nine Points to Define a Second Order Surface

Point X y zZ

1 1, 000,000 0 1,412,000

2 707,000 706, 000 1,410,000

3 0 1,002,000 1,414,000
11 500, 000 600, 000 1,269,000
12 -400, 000 200, 000 1,095, 000
13 250, 000 320,000 1,080,000
14 650, 000 275,000 1,224,000
15 105,000 -520, 000 1,132,000
16 0 0 997,000
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The resulting surface, obtained numerically according to the method of Appendix




6, is a hyperboloid of one sheet with the coordinates for the six main surfage
points and the center given in Table (2.5-2). Next, point 4 is added to the

nine points of Table (2.5-1) so as to form a quad with points 1,2, 8; an adjustmep
is made for this quad observing points 11 through 16; the coordinates. of point
4 are varied which results in Six cases. With the points 11-16 ag targetg
there are no redundant observations present in the adjustment, This experiment repr
sents category 1. Adding one more target at the location +b brings one redundan{;
observation into the adjustment. With the same six cases as previously, thig
experiment represents category 2. The result of the adjustment of the six cases:
in both categories are given in Table (2.5-3). From this table it can be verified .
thét the problem is s‘ingular if all the points lie on one second order surface, v
The best results are obtained for station 4 occupying the center of this surface,
Adding one further satellite point to the network improves significantly all the

non-singular cases,

Table (2.5-2)
Coordinates of Six Main Surface Points and Center of the

Hyperboloid of One Sheet Defined by Nine Points

Point X y Z
+a 413, 256 1,378,290 1,049, 000
-a 527, 127 665, 999 925, 920
+b 238, 082 984, 345 991, 475
-b 702, 300 1,059, 940 983, 450 he
+c 479, 634 986, 799 1,200, 740 [
-c 460, 748 1,057,490 774,180 e
X, 470,191 1,022, 140 987, 462 s |
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Table (2.5-3)
Results of the Adjustment of One Quad

in General Configuration.

. L
Case Pofint Categolx"; (lN ()Zategory 2 Note
1 X 15,170 383 Best
2 + 4 88, 140 1,629
3 + a ~.4x10° | -.5x10° Singular
4 + 32 1 191,400 12,500
5 +2a 68,930 6,731
6 + 22 43,320 5,580

Example 2. In this example six ground stations and twelve satellite positions

are used for observations in three quads, so that no redundancy is present. The

;c and y coordinates of stations 1 through 5 are given in Table (1.5-1) of section

1.5; for station 6, they are taken such as presented in case (1) of Table (1.5-T),

namely

X5 = 340,000, ys = 790,000,

The z-coordinates of these six stations are given as follows:

1l

z, = 0, 7z, = 30,000, Z3 70,000,

z, = 20,000, zz = 40,000, Zg 110, 000.

The three targets are divided into groups, j1s Jz» Ja, exactly the same way as it
was done in (1.5-3) of Example 3, section 1.5. The observations are taken
according to five different arrangements. The first three arrangements, denoted

as (a), (b), (c), are such that three stations observe all the targets, They are
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presented as follows:

1 2 3 4 cee 1
(a) 2 3 4 5 v s
2 3 4 6 ... i
1 2 3 4 e R *
(b) 1 2 3 5 et a
1 2 3 6 ... i
1 3 4 3 ey
(c) 2 3 4 5 v s
3 4 5 6 ... j5.

The next two arrangements use replacing of observations; they are denoted ag
(ab) and (ac). The arrangement (ab) represents an intermediate step between

(2) and (b); namely, station 4 replaced station 1 in (b) for observations of Ja.
Thus,

1 2 3 4 N
(ab) 2 3 4 5 e ia
I 2 3 6 ... 5.

Similarly, arrangement (ac) is an intermediate step between (a) and (c); namely,

station 5 replaced station 2 in (a) for observations of ja. Thus,
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1 2 3 4 s h
(ac) 2 3 4 5 R, P
3 4 5 6 ... Ja-

The critical surfaces for (a) were computed using all the points appearing in

) except for target 182 of the group js- The critical surface for j; was found

.51
Target 182 was then chosen to be exactly on

1o be 2 hyperboloid of two sheets.

e critical surface; it remained in this position also for all the other arrange-

ments. In both (b) and (c), this loc
namely 290.5m and 4, 841.2m, respectively; these dis-

ation of target 182 happened to be near the

critical surface for js,

tances were computed using the method of Appendix 7. As a matter of fact the

chosen location of target 182, denoted as 182°, was computed as a "projection’

of the original point 182 onto the critical surface of j; in arrangement (a); its

coordinates are given as:
182" ... 575,704 943,123 1,522,290, _

This constitutes category 1 in the present example. Next, target 182 was chosen

to be located at x, of the critical surface for j; of (a) and it was denoted as 182,.
This location gave the distances to jz of (a), (b), and (c) as 104, 604m, 198,231m,

and 4, 336 m, respectively. The coordinates 182, were found to be
182, ... 612,197 1,729,180 150, 488.

This experiment falls in category 5. 1In the third experiment, target 182 was
chosen to be located at the point +2a of the critical surface for jg of (a) and it

was denoted as 1825,. The distances to js of (a), (b), and (c) were computed as

104,604m, 13,787m, and 187,874m, respectively. The coordinates of 182z
are given as:

1825, ... 569,195 1,823,300 332, 398.
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This part constitutes category 3. Finally, target 182 was chosen to be located gt
the point +5 a of the critical surface for j; of (a), and it was denoted as 182 Sae
The distances to j; of (a), (b), and (c) were computed to be 418,416 m, 290, 6241y

and 479, 917m, respectively. The coordinates of 1825, were obtained as

605, 013,

182¢, ... 504,542 1,964,480

This experiment falls into category 4. The results of all arrangement in all

categories are given in Table (2. 5-4).

Table (2.5-4)

Results of Experiments in Example 2.

Arrangement Tr(N7)
g Categoryl | Category2 | Category3 | Category4
(a) -.4 x 108 474,100 95, 880 53,920
(b) -.3 x 108 86, 360 2,750, 000 37, 850
(0 +.8 x 10° -.5 x 10° 89, 650 58,120
(ab) +,7 x 10° 362, 800 2,337, 000 52,300
(ac) +.1 x 108 -.2 x10° 75, 250 54, 420
® 182 - (a) 0 104, 604 104, 604 418,416
Q
§ 182 - (b) 290.5 198, 231 18,787 290, 624
m
A 182 - (c) 4,841,2 4,336.0" 187, 874 479,917
182: 182 182, 1825, 1825,

The results in this table indicate for the arrangements (a), (b), (c), for which
the critical surfaces were computed, that the problem is indeed singular when
target 182 is on or very near its critical surface. The best results were obtainé
in category 4 where target 182 was the farthest apart from the critical surfac

of j;. Further significant improvement is to be expected when additional ’cargﬁft_»s

190




<ample 3. In category 1 of this example all the points of a network are
.'f‘“osen to be lying on one second order surface, a hyperboloid of one sheet. All

&

‘2 The points of the network lying on the above second order surface consist

arrangements’ in all categories of this example are be the same as in Example

o stations 1, 2, 3,4, having the same coordinates as in Example 2 and targets
%1, 152, 161, 171, and 183, given in Table (1.5-1), and further of the points
‘;rom the same table whose coordinates have been changed; the latter are given

jnTable (2.5-5), as well as the center and the six main surface points of the

Table (2.5-5)

Coordinates of Some Points Related to Second Order Surface of Example 3
Point X y zZ
5 1,333,100 1,294,770 -25,514
6 204, 600 839,635 270, 346
153 678, 155 838, 141 1,520,680
162 455, 046 520, 662 1,581,940
163 376,898 339,908 1,617,060
172 680,973 980, 757 1,762,480
173 1,286,180 1,319,310 2,097,610
181 577,858 703, 845 1,502,890
182 1,392,680 89, 704 1,958,720
X, 698, 913 283,076 1,037,120
+a 559, 891 -236,543 985,553
-a 837,934 802, 695 1,088,700
+b 936,198 222,390 1,008,930
-b 461, 627 343,762 1,065,320
+e 660, 968 336,280 603, 339
-C 736,857 229,871 1,470,910
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T

critical surface (coordinates of all the points of interest werg prin
six digits). The lengths of its two real axes in order of magmtude:»
imaginary axis are given as 540,361 m, 246,541 m, and 438680 reg

In category 2, point 182 is chosen to coincide with X,. In category 3

to coineide with the point - 2b, and in category 4 to coincide with the p

its coordinates in these two categories are given as

224, 341 404, 448 1,093,520

and

-487,517 586,506 1,178,120,

respectively. The adjustment results of the five arrangements in four og

are given in Table (2.5-6). From this table it can be verified that the p

must be singular for any arrangement of observations when all the polnta of:

In general, results of thiﬁ' =
example are somewhat inferior to those of Example 2.

network are lying on one second order surface,

In particular, categ
is very weak. Here again, much better adjustment is to be expected by addi

‘of redundant observations, It can be illustrated in the following experimen

Table (2.5-6)

Results of Experiments in Example 3.

1

Arrangement Category 1 Categor;rr ?1: (Nc)ategory 3 | Category 4
(a) -.1x10° .29 ¢ 107 136, 600 67,960
(b) -.7 x 108 .15 x 107 191, 900 79, 880
(c) -.1x10° .67 x 107 79,210 75,460
(ab) -.8 x10° .14 1107 116,100 51,760
(ac) -.8x10° .69 x 107 56, 140 69, 640
182-(a), (b), (c) 0 246,541 246, 541 986, 164




Examgle 4. This example is exactly the same as Example 3, except that all

5 sround stations are co-observing. The results for Tr(N) in category 1

'i:‘he six 8
Lmrough category 4 are given respectively as

AR

-.3x10® .36x10° 3,927  643.5.

iR

"rhese values indicate highly significant improvement for all non-singular cases as
comPaTed with Example 3, due to the fact that all the ground stations are co-observ-
ing Also, singularity due to all points lying on one second order surface is
,_;clearly evident.

Example 5. In the first experiment of this example, all the ground stations
qre again co-observing and all the points of the network are lying on one second
order surface. Incontrastwith Example 4 where the critical surface was quite general
snd where the points were generally distributed on that surface, the second order sur-
face is now represented by a sphere (centered at the origin and having the radius equal to
1,000,000 m) and most of the points are symmetrically distributed. Altogether, there are
eight ground stations (numbered as 51, 52, ..., 58) and eight targets (numbered

as 501, 502, ..., 508), all lying on the sphere. Their coordinates are given in

Table (2.5-7). This configuration yields

Tr(N*') = -.2x10°

from an adjustment. Clearly, the problem is singular.

Next, the location of station 58 is varied. Altogether, there are nine loca-
tions occupied by station 58, denoted as 58, through 585, Point 58, is located at
the center of the sphere, points 58, through 58 inside the sphere, point 58, on
the sphere, and points 585, 58g are located outside the sphere. All the other
points are unchanged and all the stations are again assumed co-observing. The

varying coordinates of station 58, its distance from the sphere (on which all the

other points are lying) and Tr (N*) obtained from an adjustment are presented
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Coordinates of Sixteen Points of Example 5.

Table (2.5-7)

Point X y T\ j:
T —
51 0 0 - 1,000,000, 09
52 0 ~ 707,106.78 - 707,106.78
53 612,372.43- | - 353,553.39 - 707,106.78
54 612,372.43 353,553. 39 - 707,106.78
55 | 0 707,106.78 - 1707,106.78
56 | - 612,372.43 353,553. 39 - 707.106.78
57 | - 612,372.43 - 353,553. 39 - 707,106.78
58 0 - 939,692. 62 - 342,020.14
501 0 0 1,000,000. 00
502 0 - 707,106.78 707,106.78
503 612,372.43 - 353,553. 39 707,106.78
504 612, 372.43 353,553. 39 707,106.78
505 0 707,106.78 707,106.78
506 | - 612,372.43 353,553. 39 707,106.78
507 | - 612,372.43 - 353,553. 39 707,106.78
508 0 - 984,807.76 173,648.18

in Table (2,5-8). The results frdm this table again verify that a singular

solution is obtained when all the points are lying on one second order surfaceé -

(here sphere) and that very strong solutions can be obtained with all stations

co-observing.
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Table (2.5-8)

Nine Experiments Corresponding to Location of Station 58.

point | x y IR S;tas%ﬁre TrNY)

58, 0 0 0 | 1,000,000 135.5

, 582 0o |- 200,000 0 800, 000 137.0
584 0 |- 400,000 0 600,000 148.3
584 o |- 600,000 | O 400,000 169.7
585 0 |- 800,000 0 200,000 207.0
58 0 |- 900,000 0 100,000 263.5
58, 0 |-1,000,000 0 0 -.6410°
58a 0 |-1,100,000 0 100,000 319.4
584 0 |- 1,200,000 0 200,000 287.3
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2.6 Conclusions

Perhaps the most important theoretical result in this chapter ig tha

b7}
27

ever all the points (ground stations and targets) of a network lie op One secgr
order surface the network is necessarily singular. An illustration of such'g
configuration appears in Figure 7.

Some special cases of singular solution arise when all the targetg obsery;
by a certain station (they can be in one or more satellite groups) are in g plan
which contains this station (mostly called singularity A)), or when all the tarﬁ

of a network are in a plane on a second order curve (this was called "reverged

when all the targets in a network are in a plane containing one ground station,
or when they are all on a second order (plane) curve. Naturally, when all the ™
points are on one second order surface, the network is singular no matter how

the observations are arranged ("leapfrogging", etc.).

When only a limited number of stations co-observe, the situation is some= ,

what more complicated. In practice, four stations forming quads may co-observe

a set of targets. With three stationg observing all the targets, it was found that

an adjustment of range observations is singular if for each quad the stations and '
the corresponding targets lie on a specific secénd order critical surface. In
sections 2.23 and 2. 31 the method is given to compute such critical surfaces
explicitly. AIll these critical surfaces intersect in one second order (plane)

curve containing the above three stations. This geometric property is illustrated -

in Figure 6. If the special singular cases due to singularity A) or '"reverse

singularity B)" do not exist the network has a non-singular solution if there is at

least one (satellite) point located outside the corresponding critical surface.

When utilizing the concept of station replacement, it was found that besides ._.
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e above two special cases singular solutions would again be associated with

speciﬁc second order surfaces. However, these were not expressed explicitly.

[p this case sufficient conditions
singular network the new network is still non-singular if

for non-singular networks stipulate that after

an expansion of a non-

the targets of any hew!" satellite group do not lie in a plane with the "old" three

gtations and that the fourth, "new' station does not lie in one plane with these

targets.

The main results of this section are summarized in Table (2.6-1).

For the reasons mentioned in section 2.1, geodetic networks are not likely

to be singular when the ground stations are generally distributed in space. How-

ever, when the mumber of redundant observations is small or zero, an adjust-

ment may be sometimes quite weak. Adding extra observations can significantly

improve the quality of the solution. Several computer runs indicated that some

very good results can be expected with more than four ground stations co-observing.
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APPENDIX 1

fact, that Qi - Qy 1is a positive (semi-) definite matrix, denoted alsg .

Sorhip

as Q: - Q, 2 0; here Q; stands for the case when only original obgers
vations were considered and Q; when also additional observations were

included in the least squares adjustment. This also means that
Tr(Qx) - Tr(@,) = 0

or

Tr(Q;) = Tr(Qx)-

This last expression can indeed be interpreted as an improvement in a

weight coefficient matrix Qx due to the additional observations.

The asserted statment will be proved using "A method" of the least square=
adjustment, such as treated in [5], since this method has been used through=
out in treating ground stations - satellites range observations. For the
original group of observations, which can be considered as consisting of the
minimum number of observations andthus d.f.=0 (degrees of freedom), itholds

that
V. = A;X + Is (Al-1a)

-

and




N, = Al PiAL, (A1-1b)

A, for the coefficient matrix of

al vector,
N, for the

1, for the constant vector,
p, for the weight matrix,
denoted by the index .

gwhefe Va stands for the residu

W the observation equations (Al-1a),

ix of normal equations and
definite, all for this group,

¢ oefficient matr
assumed to be positive-

n all the observations are included, it holds that

§i whe
v = AX + 1L

(A1-2)

5; and
N = A'PA

imilar description of this group. I is assumed that P1 and P,

with s
pose the P matrix,are uncor

related. Furthermore,

which com
_ Vi _ [Al'l _ .
voloaslal, Eoled
Thus, it follows from (A1l-2) that
N =N + Ny
where
(A1-3)

Ne = AL P Az »

similar to (Al-1b).

quations for the original observations are

The normal e

Ny X + U1 = 0

with [, given as
Uy = A—;, P]_ Ia

and for all the observations

with
U= Al B I + AL P2 La-




a network is six in general which means that at least six constraints hay

used to make an adjustment possible. Then the augmented coefficient m;

for the parameters is given as

Q, = NI
while for all the observations it holds that

Qe = (Np + Np)*.

Making use of (Al-3), this last equation can be developed as
Qe = N - N AL (P2 + A, NP ALY Ao NT .

1

Since P,, N, are both positive-definite here, (Pa + Az Ni Ad)

definite and S positive (semi-) definite, where

S =NyAL (P; + AgNTAI) A, NT.

Now
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and
Tr(@,) = Tr @) = Tr(S)
where
r@,) >0, Tr@;) >0, Tr(s =0.
Thus,

r @) < Tr (Q3)

indicating an increase in accuracy due to added observations to the original

set.

2. Using six constraints among the parameters, the following system

;g to be solved when all the observations are considered:
NX +U =
CX + We=10

where the parameters can be rearranged in such a way that

~ X
CX = [Ca Gyl [ij
where C, is a (6 X8), non-singular matrix. Then

X, = -C}CyX, - CaWe » (A1-4)

from which
Que, = TQu T (A1-5)

where Q, is positive (semi-) definite and T = CiCy .
With A, , Ap partitioned in the same way as C, it holds for the obser-—

vation equations where all the observations are included, that

_ (A Ay L
LAaz AzbJ LXb LLB
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Upon plugging X, from (Al-4) into these equations, the following Observati§

equations from which the parameters X, have been eliminated, are obtaing

VAR A AS xR O |
This can be written as
V=A%, + T,
where

As stated before, due to the constraints, the solution of such a system
now exists, whether for the original observations (to which Xl is pertaining)
or for all the observations included (to which A is pertaining). This system
is analogous to the one investigated in Part 1., and so the conclusions are

the same, namely

Q% - Qu, is positive (semi-definite) (Al-6a)
or

Tr @x,) = Tr (@) . (A1-6b)
Now, analogically to (A1-5), it holds that
Qx = TQ: T . (A1-T)
From (A1-5) and (A1-7) it follows that
@, - Q= T(Q, - Q)T

which is positive (semi-) definite, due to (Al-64). Thus,

Tr(Qx,) S Tr(Qx,) ,
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which together with (A1-6b) yields

Tr(Q) S Tr(Q),

the same result as in the Part 1., indicating an increase in accuracy due
to added observations to the original set, while preserving the same
parameters as unknowns.

These and similar aspects are considered in different publications, for
nstance in ©12 1. An interesting treatment connected with the adding of
observations and/or constraints to an original set of observations is presented

in (117,
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APPENDIX 2
BEST FITTING PLANE

An equation of a plane can have the form
(r-r9)+n =0,
or

r n-rg-n =20

where 15 = (Xo, Yo, Zo) | represents a radius-vector to a certain point in them
plane,r = (x,y,2)" a radius-vector to 2 general point in the plane ang
n = (a,b,c)’ a unit normal vector to the plane, in which case./a® + b + g8 ¢

must hold. In absolute value,rg -

of the plane from the origin, and since r-n = +yb+ ze, the equatlon i :
of a plane is written as

xa+tyb+zc+d = 0,

In the following each of the points to which the plane is fitted will

be considered as lying in the plane after the adjustment. Thus the deviatlons
from the plane will be regarded as due to "errors' in the ""observations",

which will be represented here by the actual cartesian coordinates of each

points, leading thus to three "observations" per point, Denoting all the

adjusted values (parameters, observations) by superscript a, it will hold

for a point i:
X a" +yibr+zlct+d® = 0 (A2-1n)

and

he

i

(aa)z + (ba)E + (Ca)a -1 = 0. (A.Z"lb) =

There will be as many equations of the type (A2-1a) as there are points

involved, say r, and one equation of the type (A2-1b), This corresponds to
the mathematical structure of the general L. S, method with constrains

such as described in [5 ], namely




F(X* 1*) = 0 (A2-23a)

and

G(X*) :(521) (A2-2b)
where X* are adjusted parameters, which in the present case are (a%, b?,
¢®, d*)7, and L* adjusted observed quantities, here (%7, yi, 25 X2, V2,
22 ... x¢, y&, z& ...). In the above mathematical model, (A2-2a)

is represented by r equations of the type (A2-1a) and (A2-2b) by one equation
(A2-1D).

After the linearization, (A2-2a) and (A2-2b) become
AX+BV+W =0 (A2-3a)
CX + W, = 0, (A2-3b)

where all the notations of [5 ] are preserved, namely:

X = dX...u corrections to the u approximate values of parameters, x°.
V ...n residuals, corrections to the n observed quantities, Lo,

roF " . .
A== matrix of coef
Lax_io,b (r x u) matrix of coefficients
B = FQEJ ... (r xn) matrix of coefficients
‘-—aL Os»
raG" . s
Cc =, 3% ... (s xu) matrix of coefficients due to the constraints
[ ENe]
w = FX°, Lbj. .. r-vector of misclosures
We= G (XO) ... s-vector of misclosures due to the constraints.

In the present case the dimensions are as follows:

r ... number of poits to be used for fitting
u=4 ... for parameters a,b, c,d

n=3r .., number of "observables",i.e. X,y, z coordinates of the points used

s=1,.. one constraint, namely (A2-1b).
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Accordingly,using the structure (A2-1a) and (A2-1b) the matrices and vectors i

(A2-3a) and (A2-3Db) will be:

. | da V_
~ ‘ %1
A = Xib Yib Zib 1 .; X = db ;. Vo= Vyi ;
Fre - . (x 1) de (nx 7) v
’ dd 24
[2°°c¢® 000 -+ 00 0
B)= 000 a°b°c® - 00 0 ;(C§=[2a°2b°20° 07; (A2-4)
(rxn : : : : 1z .
000 000 -+ a%°p°c°

Wo=[xF e P2 @ W= (@ O (- 1,
(=Y - T J (tx )

with 2%, b°, ¢°, d° as approximate values of the parameters. Furthermore,
the weight matrix P will be taken as a unit matrix, as there is no reason why
some coordinates should be weighed more heavily than others; also, with
this P = I,the adjustment will eventually render % (distance from the plane)®
to be a minimum such as demonstrated in A2.2, a condition which is indeed

desirable,

A2,1 Transformation of General Method

Adjustment into the "A Method"

From the mathematical structure for the "A method", F(X®) - L* = 0

it follows for error considerations that AdX-dL =0, or

dL = AdX, (A2-5)
where d L can represent errors, coming from a certain population, which
affect L°, observed quantities, The variance-covariance matrix of d L, which
is identified with the variance-covariance matrix of Lb, denoted L (v, is a
measure of uncertainties in the observations. The weight matrix P is then
taken as
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P =T (A2-6)
The observation equations
v=AX+1L,
subject to the condition
V' PV = min.,
yield for the parameters:
X =-(ATPA) ATPL, (A2-T)

as presented in [5 1.
From the mathematical structure for the general method,

F(X*, L*) = 0, it follows anologically that

-BdL=AdX. (A2-8)

Here Dgq, = B Z» BT, which using the same P as in (A2-6), gives

Tea, = BP'B (A2-9)

Linearization of the general method model gives

-BV =AX+W. (A2-10)

Subject to the condition

VI PV = min.,

this yields for the parameters:

X=-[AT(BP*BN*A] AT (BP'B")'W, (A2-11)

as derived in [5 1
If the notation

P= (BP'B)” (A2-12)
is introduced, (A2-11) reads as
X=-(ATPATATPW. (A2-13)
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But this is the result which will be obtained from (A2-10), if the equat

are written as '"transformed observation equations’

V= ax+w

V=-BV = AX+W
are given weights
b= (ESdL)‘ﬂ

while in "A method" equations V= AX +W were given weights P = (Za)™
It remains to be shown that in the general method

~,

VBV = v PV, (A2-18)

so that the correct use of "transformed observation equations' (A2-14)

with the weights (A2-15) be verified. It holds for the general method that ™

VvV =P'B(BP'BN'BV
and, consequently,
VIPV=V'B(BP'B)'BV.
On the other hand, making use of (A2-14a) and (A2-12), it holds that
VBV =V B(BP'B) BV
which proves (A2-186).

As a conclusion, it follows that whenever it appears advantageous
(reducing of dimensions etc,), the "transformed observation equations" and
appropriate weights may be used for "A method" adjustment as given by
(A2-14a) and (A2-15), The A matrix is thus the same in both methods and
so is the constantvector, W = L. Also all the results, namely X, VTPV,
G, T, (as seen from (A2-11) and (A2-13))are the same whether the general,

. . [
method or "A method" with the "transformed observation equatlons' ig

used.
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A2.2 "Transformed Observation Equations''

in the Best Fitting Plane Problem.

A2.21 General Considerations.

Due to the special form of the B matrix in (A2-4), P matrix
will be particularly simple. Since P =1, then B P*B" will be of dimensions
(r « T) with zeroes as off-diagonal elements. Furthermore, the diagonal

elements will be all equal to (a%® + (b%) + (¢)® which should be close to one

(in the first iteration and in last several iterations — when the iterative
procedure is used — it should be equal to one for all practical purposes).
Thus
P=1
25!

and

V=AX +W

(r21)

with -

CX+We=0

(1x1)

with A, X, W, C, W, the same as in (A2-4).

Next, the vector ¥V will be interpreted. The original vector V was

composed of three vectors, such as
in

Vi T Ve )
Vai
S |
connecting the ""measured point i" with its ''adjusted position”. Thenn : v,
is the projection of this vector on n, normal to the plane, or the (perpendicular)
distance of the existing point i from the plane. Due to V = -BV and due to

the special form of the B matrix it follows that

T v
V:"‘ n!Vg
n.v,




B e AT T D

from plane)2 and it is a minimum, which is the desired property,

A2.22 Approximate Values of Parameters,

The starting approximate values of the parameters may be

as radius-vectors. Formulas to be used:

(8) Me=Tg-N; Nz T~ n

a
Typ x T —F
(o) n= —E—3 = s /At +biec®=1
[1'1211'13|
(¢ d=-r,.n = -rz .0 = -Tz 0.

These values of a, b, c, d are used for the first iteration.

The misclosure for point i, w,, will be according to (A2-4):
w, = x,a * yb+zc+d, (A2-17)

where the superscripts have been omitted. Because of (¢), W, = Wz =
wa = 0, Let P= (X, ¥, z)" denote the projection of P =(x, ¥, z)" on the

plane, Thus

X 7. 2 = (v, 2 +4in,

where| 4| is the distance from the plane through 1, 2, 3, to point P, Since
1—5 is in the plane, it must hold: )

(ax+a2&) + (by +b%2) + (cz+osz,) +d = 0,

or

- &(a2+b2+c2)=ax+by+02+d-

But the right side is exactly the misclosure for point i, as seen from

(A2-17), while (a® + b? + ¢® = 1. Thus 4= -w, and the distance of any

point from the plane through 1, 2, 3 is determined.by the absolute value'

. . | . . . .
of its misclosure, | w,|, in the first iteration.
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A2.3 Summary of Formulas and Sequence of Operations for

the Best Fitting Plane Program

The program for the best fitting plane will use the "A method"
adjustment procedure such as described in {5 1, taking advantage of the
particular features inherent in this problem, namely "transformation of
observation equations' (as shown in section A2 2). Iterative procedure will
be used until the values of the parameters (or Lpvv) remain practically
constant. Summary of the steps in this adjustment:

1) Data consists of (x,y,2z) coordinates of all the r points used
for the best fitting plane. The coordinates may by scaled,
depending on their nominal values.

2) Using (first) three points, compute a°, b°, ¢°, d° as outlined in
(a), (b), (c) of A2, 23,

3) Carry out the "A method" adjustment with constraints, where

the observation equations have been "transformed', by plugging

for standard matrices:

- :
A =%y} Zibl—l
(Fx8) - .

L = ,rxibao+yibbo+ zf’co + & i
(rx1) - : -

c =22 21° 2¢° 0!
(79 - -

We= (%)% + (B°) + ()° - 1,
(1= 1)
with the unit matrix (r = r) as the weight matrix.

4) Iterate as long as desired; at each step the values in W, C,

W,., change, due to changing values of the parameters.




it D e

T ———— i e,

6)

was used as a reasonable measure as to the closeness of

all the considered points from a plane.

points on the best fitting plane. It can be shown that they

tained from

1I* = L° - BV,
or

Xi - X.4 - aVl
N ~
yi =y - by,

zf =z - ¢V,

be further transformed into the "local coordinate system" (Whg_;_
the first point at its origin, the second point on its x~axis and mé
third point in its xy plane), using the procedure outlined In
section 2,231, in (2.2-12) through (2. 2-17). Necessarily,
projected points are in the xy plane of the local coordinate
Using the procedure of section 1.322, it can be determined
they are all lying on or near a second order curve. o
are given in the xy plane of the local coordinate sy stem, tﬁq%

. oin
and the local coordinate systems of section 1. 322 now ¢
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APPENDIX 3

CRITICAL CURVE IN LOCAL COORDINATES AS OBTAINED ANALYTICALLY
BY FITTING SECOND ORDER CURVE TO STATIONS 1 THROUGH 5

A general second degree curve such as ellipse or hyperbola has five
parameters to be determined, namely X0, Yo specifying its position, &
specifying its orientation and a, b determining its size and shape. These
five unknowns can be solved for from five equations which may be furnished
py five distinct points lying on the curve. It will now be shown that fitting
of the second order curve to the stations 1 through 5 (which lie on the
critical curve as it was shown in the part following (1.3-2)) will furnish
the same A, a as expressed in (1.3-5) through (1. 3-5c¢).

For the proof, the same local coordinate system will be chosen,
having station 1 at the origin and station 2 on the x axis, stations 3, 4,
and 5, being generally distributed in the x,y plane. The equation of a

second degree curve can be written as
gnx + 28Xy *+ gpy” *+ hix +hyy +k = 0. (A3-1)

Usingthe fact that the station 1 lies on the curve yields k =0. Upon

division by g, (assumed non-zero) (A3-1) becomes:

@ +2bipxy *+ bay" + biX +bay = 0. (A3-2)

Assumption gy # 0 is reasonable, since, of the stations 1, 2, 3, any one
can be chosen as the origin of the local coordinate system and any one as

determining the direction of the x-axis. In the matrix notation (A3-2)

becomes
x"Bx + x'b = 0
where
—- T T
x= X, ¥, 2l
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and where B, b are analogous to 4, a of (1.3-5). Since station 2 liGS'On
curve, (xz, 0) can be plugged for (x, y) in (A3-2), giving b, < :

which it becomes

bo2y® +2b1axy + bay = x (%5 - X).

This last equation should be satisfied for

equations in three unknowns, namely

Ygli ZX\BYs!Ysl bz X3 (X3 - Xa)
, o
yf’;iZX@y@-y@) x | b = K (X -oxa) |
_yg; 2X5¥s SYS__! }__ba B | Xs (X - Xs) | |

The last step consists of solving for bg, by, by from (A3-3), f'o{i‘

which the inverse of the (3 X 3) coefficient matrix will be used in tho.a;‘“t".
Q11 Qm; Ua,
= |«
- D 12 Oz OUxp

Oz Cog Qg |

where D represents the determinant of the coefficient matrix and Q,;, the

cofactor of its ijth element. Thus,

1
b = 5[O‘nXa(Xz"'XG)“"O‘aXé(XE"X‘*)+a31x5(x2_&)]'
1
bz = 5 [®2%s (X2~ Xa) + CapXa (Xz - Xa) + 0o X5 (%2 ~ Xs) |,
bz - E[QLBXS(XQ“KB')+a33X4(X2“X4-)+a33X5(X2_X5)]

g,

where it can be shown that with the notations of (1.3-4a) through (1.3-40)F%

D=-2y;5 C.

Furthermore,
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1 yavs
bez = ¢ - };3 (X4 ~ X5) Xa(Xe = Xa) ~ ¥s(Xs = Xg) Xa(Xg ~ Xa) ~Ya(Xs = Xa)Xs(Xp = Xs) ],
(A3-4a)
biz = ;ys C RONERVERS Va ) Xa(Xo ~ Xa) T ¥a¥s (Va = Vs)Xa (Xz — Xa) + YaVa (Va = Va) =
x X5z ~ Xs) ], (A3-4b)
by = y—a o [YeYs (Vo Xs ~ X4 ys) Xa(¥Xz = Xa) + Va¥s(Xa¥s = YaXs) Xalxe - %) *
- YSY“_-(YSX% - Xng_.) ){5(X2 - XE)]' (A8-4C)

After some algebraic manipulations, it is seen that the expression in brackets

of (A3-4a) is equal to B, the one of (A3-4b) to x3C - ysA and the one of
(Ae-4c) to -XexzC + Xg¥ya A + y2B. Thus, besides by; =1 and b, = ~Xa,
it also holds that
_ B
b% - C 5
- <
b12 - 2 ( C ya) ’
X, A B
bg = Xgi;z - XS—E‘ - y{3—51

which are exactly the same values as those for A, a in (1.3-5b) and
(1.3-5d).

Thus, fitting of the second order curve to the ground stations 1 through

5 is equivalent to determining the critical loci for any further ground

stations causing singularity B) to occur.




APPENDIX 4

COMPUTATION OF CANONICAL FORM OF SECOND ORDER
(HYPER-) SURFACE, GIVEN EXPLICITLY

A4,1 Preliminary Transformation of Coordinates.

holds:

}.4
]

RX’ (M, j

where R is an orthogonal matrix whose ijth entry is equal to the dot
product of the ith basis vector in the original basis and the jth basis

vector in the new basis, Y and X being written as column vectors.

Should the (coordinate) vector x’ representing a physical point P,
emanate from the origin of the new coordinate system (with the axes In
the direction of ''new basis vecfors”) which is different from the origin

of the original coordinate system, then Y is to be written as

Y = X-Xo,

where X and Xo, both in the original coordinate system, represent the
radius-vector of the point P and the radius-vector of the origin of the

new coordinate system respectively. '(A4—1) is thus written as

(A4-2)

X -X, = RX'




where R can be written as

R=[ttg --.-1. (Ad-3)

Here t, , a column vector, represents the ith 'mew basis vector" in the
original coordinate system, and is orthogonal to every t; vector, ] £i.
In particular, three and two-dimensional spaces will be of main
interest here. Thus, for the three-dimensional space, when the original
coordinate system has the axes represented by unit vectors (orthonormal

basis) i, j, k, and the new system by il, j/, k', both being the right-

handed coordinate systems, (A4-2) can be written as

T:os i i/) cos (i j/) cos (i k')m
4

cos (ji9) cos (5i) cos Gk | X, (Ad-da)

i
&

cos (ki) cos (ki) cos k)

indicating that for the orthogonal (3 X 3) R matrix, it holds that

R = [tl tg tG] (A.4:‘4:b)
where
— A - A - 1
COS(ll)I cos (ij) oos(ik)}
tr= |cos §i9|, to=|cos (13|, ta=|cos (k)
| cos i) | cos i) | cos (kk/),
(Ad-4c)
Analogous relations will hold for the two-dimensional space, i.e., plane,

with the k, k' coordinate axes eliminated and angles measured counter-
clockwise as to be compatible with the above system. If o denotes the
angle between the axes represented by i and i (orj/ and j) in this

order, then as counterparts to (A4-4a) - (A4-4c) there will be:
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cos ¢ sin¢

’ X - % = -sine cos ¢_|
and
R = [tl tz),
with N _ . _
cos & sin®
E ::sinoz_ T k= cos®

A4.2 Canonical Form of Second Order (Hyper-) Surface.

face will be considered such as

T T
xAx + xa +c¢c = 0,

ety

S it o e otatiess

v

where A matrix, a vector and constant term c are given explicitly, x

being the coordinate vector of a variable point.

A new coordinate system, called canonical, is desired such that after

a transformation of coordinates, the equation (A4-6) will be of the form
/T - -
x A x =1, (A4-T) .

I . » . . . L3
where x  is the coordinate vector of a variable point in the canonical

coordinate system, and A is a diagonal matrix
A = diag. (Ay, Ag..- ) - (A4-T8)

Similarly to (A4-2), it holds that

or




where %, , origin of the canonical coordinates, and R areas yet unknown.

Since R is an orthogonal matrix, x' can be expressed from (A4-8) as

xl = RT(X“‘XO) , (A4-8a)

which plugged into (A4-T) gives

x-x%) RAR (x-%x) =1 . (A4-9)
Denoting
RAR = M, (A4-10a)
.for which .
A=R MR, (A4-10b)
(A4-9) becomes
x Mx - x' 2Mx, + X, M%, -1 = 0. (A4-11)

Once M is known, it will be possii)le to determine A and R matrices.

In order to determine M matrix and x, vector, comparison between (A4-6)

E and (A4-11), expressing the same surface, will be made, taking into account

that the equation (A4-6) can be multiplied by any constant k, as yet unknown.

q

| This gives raise to the following relations:

M = kA, (A4-12a)
g -2Mx, = ka , (A4-12b)
; and

' X Mx -1 = kc. (A4-12c)

%
5
54
i
o8
3,
I
4

Substituting (A4-12a) into (A4-12b) gives

X = -sA’a (A4-13)




e o) s et b b ot

e

T

SEgii)

Torrom:
¥ EAIRHE 3
AR oy e ety

which has a unique solution for any second degree (hyper-) -

non-singular A. Upon substituting (A4-12a) into (Ad-12¢), the e"'

o 1
K xoTAxo—c

is obtained, which substituted into (A4-12a) gives

_ _ 1
M“kA. - XOTAXO—C A .

K = ——
X, A X,
and 1
M =kA = T7 51 A,

while (A4-13) remains unchanged.

Although this approach and notations are somewhat similar to the

are always real, can be used as outlined in [6], Chapters 19 and 21
(7], Chapter 9. The solution for (A, Az, . . .) in (A4-T2) I8 Ob

by solving
| M - IN|] = 0

and the matrix R in (A4-3) is obtained by solving for (ti,tas «

from
(M - Ixy) tt = 0
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for every i, subject to the condition that each t; has a unit norm.
However, due to M = kA, eigenvalues and eigenvectors for A matrix
may be computed, from which A and R are easily obtained. If

As = diag. (_5\1 , 3:2 ,...) and Ry = (81, %, . . .) constitute the

eigenvalues and eigenvectors of the A matrix, then

A= kA, (A4-16a)

and
R = Rs. (A4-16Db)

From the equation (A4-7) it is seen that

Ay = a112 ,
or
1
= Ad-17
aq m‘; ( )

where a; represents the length of the ith axis in the canonical coordinates.
Direction of this axis with respect to the orignial coordinate system is
given by the corresponding vector ti .

For computation of eigenvalues and eigenvectors of a real symmetric
matrix A (or M), an iterative method such as Jacobi method can be
advantageously applied, namely when digital computers are used; it is
described in [8], pp. 487-492. However, when working with three and two-
dimensional spaces, eigenvalues can be quickly found in closed form by
solving for the roots of third and second degree equations,respectively.
Such procedure may be desirable when a digital computer is not available,
and is described in detail in the next sections. When this approach and
the Jacobi method were both used and compared for checking purposes, the

results agreed to six decimal places in practically all investigated cases.
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Note: Due to (A4-13) from which

Axe = -Za,
it follows that
and since by (A4-16a)

A= kX,

it finally holds that

PR N LT TANCETY

Ad, 3 Qa._nonica.l Form of Second Order Surf?.ce

(in Three-Dimensional Space).

L

As already mentioned following (A4-13), it will be assumed that A {8
of full rank, i.e. | A | # 0, in which case none of its eigenvalues can
be 0; in addition, it will be assumed that A # 0, where A is the

determinant of the "augmented A matrix", described in section 2,231,

Thus, of all the real cases, ellipsoid, hyperboloid of one sheet, and hyper=

boloid of two sheets will be dealt with. As the first step leading to & . ..

e

canonical form of a second degree surface expressed by (A4-6) in three=.

dimensional space, i.e., as

(A4-18)

vt

T .
X Ax + x'd + ¢ =0,

the eigenvalues of A will be computed and then used in equations of tyPé

(A4-16a) and (A4-17). This leads to solving for the roots of a cubic

equation, procedure used for practical computations which will be descrﬂwd

X3

in detail. For obtaining eigenvalues of A, denoted as X1, Xz
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| AT - A | = 0
will be solved, which amounts to solving
2o+ pnf‘ + gA FT = 0

(A4-18a)

where p, q, r are all real. Moreover, M\, —')\2, s, will be all real

gince A is a real symmetric matrix. If a,; denotes an

A matrix, the values of p, q, r can be computed according to [61,

as follows:

p - i a% a23 - 8.11 8.13 + 8.11
N o @az az aGJ_ 233 3.21
4= an + ax + 4z
r= -[A
Upon substitution
A= X - ~g— ,
(A4-18a) becomes
£ + ax + b = o0,
with
1
a =3 Bq-p°)
and
b — ..1_ 3
=57 @P -9pq + 27r)
both real. If the notation
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ij th entry of
p. 151,

(A4-184a)

(A4-18b)

(A4-18c)

(A4-18d)

(Ad-18e)




be only

- or

1
El

o>
i

R |
1

N jot
+
Q

| S—

and 1
3

the solutions of (A4-18c) are:

x3 = A+ B
A+ B A-B 7
= - + ;- -20
< =_A+B_A—B '
3 2 2 v

as presented in [4], p. 93.

Whenever conditon (A4-19a) occurs, then A = B and

Xy = 2A
XE = "'A.
XS = "‘A. .




However, due to round-off errors, this condition will not be fulfilled
exactly and so only (A4-19b) will be of practical interest when using digital

computers. First, a constant k will be introduced such that

k = (-=). (A4-21)

k >0
and
yc] =k - (-3)2 >0, (Ad-22)
A and B thus become:
1
A= zlg
1
B = ZQE- -
where
b \
20 = -5 *Wcl

p=lzl| = | 22 |

holds, where
b 2

2 = - - =

& (2) c k
and thus

p = Jk >0
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With the following notation

and

sin®

meaning that ¥ was restricted to the

become:

P(cos® -

both positive due to the restriction

P(cosd + isind)

3

el o,
o

interval 0 <d<q,

isin®)




i

To compute ¢,the formula

® = arctg [,/c—/(—*g-)]

£
3
s,
.
k3
i
K
¥
Mx
&
e,

(A4-25)
will be used. Finally,
A+ B =2e
and
A - B = 2di,
from which
A8 5o uf
Consequently, from (A4-20):
X1 = 2e
%= ~e -d/3 (Ad-26)
XS = - +d|/-3—-.

All the expressions needed to compute X1, X, Xz from (A4-26) are

given as follows:

e, d. ..., in (Ad-24a), (Ad-24b):
P v e, in (A4-23)
Bt in (A4-25)

Koo oo, in (A4-21)

le] .o, in (A4-22)

a,b . ... ..., in (A4-18d), (Ad-18e)
P, @, r .. such asin (A4-18a’).

Finally, using (A4-18b) the eigenvalues of A are found:

—K—i :Xi"'-E

1] '=1)21 .
3’ ! 3

(A4-27)
The eigenvalues for M can then be found using (A4-16a) together with
(A4-27) as being

Xe=kX, i=1, 2, 3. (A4-28)

Next, eigenvectors of A, which are the same as those of M according
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A e s e

" will be used to compute

to (A4-16b), will be found. They will be again denoted by the letter

te, i=1, 2, 3, and represented by a column vector with three entires,
They will be computed by standard procedures outlined in [7 1, Chapter g :
Namely, for an eigenvaluexi, a corresponding eigenvector subject to the
condition of having unit norm, accomplished by scaling, will be computed
from

(A - IXi)tl = 0. | (A4-29),’

This relation represents three equations in three unknowns, the unknowng
being the coordinates of t; vector, which, however, has the rank two

(since |A-IXx,| = 0); thus only two equations of (A4-29) will be used,
one coordinate of t; being chosen arbitrarily. In the present case the

first two equations of (A4-29) will be used and the third coordinate of t,
as yet unscaled, set as t;s = 1. With a,; as the ijth entry of A, D, will be —
computed as

8y - Ay ap
Di o

=73 322">\5,

Al R

and the first two coordinates of t as yet unscaled, computed from the

two equations of (A4-29) according to the formulas

ti’l A l-ayy oas
D, |-253 agzz-A,
and
t s = Ao jan-X -as
Dy Aoy ~823 | .

The scale factor

8 = ‘/(ti;.)z + (tg)®+ 1

1 ”
tl o tl)
{ s, 1

1 ,
tia 5. tia,




which are the coordinates of an eigenvector t,, associated with the
eigenvalueil. All three eigenvectors arranged as columns in a (3 « 3)
matrix constitute the orthogonal R matrix presented in (A4-4b).

In canonical coordinates, points at a distance a, in both directions with
respect to the origin on the i coordinate axis, which are the end points of
the ith second order surface axis,will be called a pair of "main surface points, "
In (A4-17) and (A4-16a) it was shown that a, = 1//|X,| where A = kAL
There are six such main surface points, a pair for each coordinate axis,
which together with the center of the surface, coinciding with the origin
of the canonical coordinate system, and the name of the second order surface
give a good idea about it. Thus, in canonical coordinates, the center of the

surface and the six main surface points have the coordinates respectively:

0] af, a0 o] o ] 0 |
olv (o, bol: [as, |-aa; | i, o*‘ .
Ol I 0 ! , Ot 01 1.0 ag | ‘asJ

LI - s — ot — — Tt o

In the original coeordinate system, the coordinates of these points will be com-

puted according to (A4-8) as
X = Xo+ Rx,

plugging the above seven coordinate vectors for x~ and taking

1
xo=~“2— A% a,

according to (A4-13).
In the forthcoming discussion the kind of second order surface will be
determined, namely whether the investigated case is:
(a) an ellipsoid
(b) a hyperboloid of one sheet
(c) a hyperboloid of two sheets.
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If the values of A, such as computed by (A4-28) are arranged in the
descending order of magnitude, then for all three values being POsitive tha

kind of surface is (a), for Az < 0 it is (b) and for A, < 0, A3 < 0itig (c) pro-

vided all the remaining eigenvalues X are positive, If in the case (a) the 1e§é—;§
a,b, ¢ dencte the semi-axes in order of magnitude, all real, then o

1//%s

a:
b = 1//\,
c=1//:\-:. :

ISR

When in the case (b) the letters a, b denote the real semi-axes in order of

RN

magnitude and ¢ the imaginary semi-axis, then

a = 1//—;2
b = 14/x,
c = 1/, .

If finally in the case (c) a denotes the real semi-axis and b, ¢ denote the

PR R

imaginary semi-axes in order of magnitude, then

1// %, ‘

a pod
b = 1// X,
c = 1/.""X3 .

If the renumbering of a;, A, and corresponding t, is carried out such a way that
for the above semi-axes "a" corresponds to the index 1, ''b'" to the index ,,
"c¢'' to the index 4, then also the six main surface points will have a similar
plausible interpretation as the above semi-axes a, b, ¢. This appears to

be convenient and helpful in visualizing the surface and it was included in the

program dealing with second order surfaces.

Note: There are other ways to determine the kind of second order surface.

First, due to the fact thatxi, 1=1,2,3 are the eigenvalues of A, it holds that
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‘Ai =X1x;\-2"7\3y

which can also serve as a numerical check. Since inthe present discussion
¢ = 0 (due to the fact that the surface passes through the origin of the
original coordinate system which is actually the "ocal coordinate system"
in the main discussion), (A4-14a) holds, namely

1

k = —g—/ ,
Xa A Xq

Under the earlier assumption of non-singular A, none of‘)ll, —):g, 7\3, is
zero, If all three of—)li are positive, A is a positive definite matrix and
k >0 for each non-zero xo. Thus also M is a positive definite matrix,
since by (A4-12a)

M=k A.

If all three of \, are negative, A is a negative definite matrix and k <0
for each non-zero x,. Consequently, M is again a positive definite matrix.

This shows that not all three of A, can be negative and thus not all three

axes a, b, ¢ imaginary (this would represent an imaginary ellipsoid and it

would not pass through the origin of the "local coordinate system', which

is real), Thus in the two above cases the surface is (a), a (real) ellipsoid.

If?\i, i =1,2,3 have different signs, so do A, and both A and M are indefinite

matrices. Suppose first that;\l >0, _>:2>0, X3< 0; then \A \ <0.

If now
k>0,

then
>‘-l>0‘: X2>0) A-.'3<0y

which represents (b), a hyperboloid of one sheet;
also
A |k <0,

On the other hand,if
k <0,




then X\; <0, Xz <0, X3>0 (before renumbering) which represents (c) La

hyperboloid of two sheets; also, IA | k >0, Next, suppose that

3:1 >0, Xg <0, —>:3 <0,

Similar results will hold, from which it can be concluded, together with

the preceding part:

if [A]k>0, itis case (a) or (c);

if |A|k<0, itis case (b).

The above criteria have been used in the existing program for second

order surfaces. Further check may be used, considering the determinant

of the "augmented A matrix'’, denoted as A:

if & <0 itis case (a) or (c);

if A >0 itis case (b).

A4.4 Canonical Form of Second Order Curve.

This section will be similar to the section A4. 3,- but much simpler,
because a plane (two-dimensional space) will now replace the three-dimensional

space considered earlier. Here also A matrix and "augmented A matrix"

L

are assumed to be non-singular, which is expressedby |A| = J # 0
and A # 0, using notations of (1.3-3b) and (1.3-3c). Thus,only ellipse
and hyperbola will be delt with. Again, in the first step, leading to a canonienl

form of a second degree curve expressed by (A4-6) in two-dimensional space,

i.e.,as {

xXTAx + x"a + ¢ = 0, (A4-30)

OV i S,

the eigenvalues of A will be computed and then used in (A4-162) and (A4-17).
This leads to solving for roots of a quadratic equation similar to the type

(A4-18) in three variables. Now the relation

IX1-4] =0

FrR I R ORIV P I AL L SR -5 | J
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leads to the equation

N2 - (an taga) * 1Al =0

where

lA\ = aipdgz ~ a3s,

and where a; denotes the {jth element of the symmetric A matrix. The two

roots of this equation are obtained as

3o Autliz /’w“z~ N
b 2 o2
- ap t+a //a + ag®
g = .13._2___.&_* ‘ (\_LJ_?:__E/ N

and are again both real. Then the eigenvalues for M can be formed using

(A4-16a) as

]

N o= ko

il

Az = kda .

Next, eigenvectors of A, being the same as eigenvectors of M, will be
found; they are denoted as t; and t, each being a column vector with two
entries. For an eigenvector ti, associated with the eigenvalueii,the matrix
equation

(A-Th)t =0 (A4-31)

will be solved. Here again,one of the coordinates of t, will be chosen
arbitrarily since the two equations of (A4-31) are not independent. The
condition of unit norm for t; will be then used for scaling. Thus the
second coordinate, as yet unscaled, will be chosen as tz = 1 and ‘the
first equation of (A4-31) will be used to compute ty, namely

. a1p

til - - .
Ay~ Ay

Then




will be used to.compute

1 /
tg =— t
11 S1 11
and
1
tig = S .

These are the coordinates of an eigenvector t,, which together with the
other eigenvector will constitute the (2 x 2) orthogonal R matrix, presented
in (A4-4b).

Analogous to section 4. 3, the "main curve points' will be obtained,
from which the curve can be drawn. Thus, in canonical coordinates, the

center of the curve and the four main curve points have the coordinates

0 . a | -3y 0 0
ol OJ’ i:o], Ijlg N (A4-32)

here again a, = 1//|X,|. In the original coordinate system, the coordinates

respectively:

of these points will be computed according to (A4. 8) as
X = X+ Rx’,

plugging the vectors of (A4-32) for x’ and taking

1 ;
Xo = - ?Ala,

according to (A4-13). _
If the values of Ay, such as computed by (A4-28),are arranged in descendin

order of magnitude, the second order curve will be (a) an ellipse if both Ay

and A are positive, and (b) a hyperbola if X\; >0 and A5 <0. If in the case

(a) the letters a, b denote the semi-major and semi-minor axes respectively,

then

1/‘/>‘—'-2 1
/0.

o
I

o
i

236




If in the case (b) the letters a, b denote the real and imaginary semi-

R

espectively, then

axes T
a = 1//5,
b= 1//)s.

If the renumbering of a,, X\, and corresponding t, is carried out so that the

(first) axis "a'' corresponds always to the index, and the (second)

xis "b'" to the index 5, then the ellipse or hyperbola can be drawn from the
four main curve points without further investigations; such renumbering was

included in the program dealing with second order curves.
Note: Similar to what was said for the three-dimensional cases, here
\A ‘ = Xl kS )\.g
and

1
’
Xc}- AXg

k =

since ¢ = 0 (due to curve's passing through the origin). Again, if \; and Az are
hoth positive or negative, M is a positive definite matrix and A, , Xz are both
positive, characterizing an ellipse. Also, \A ‘ >0, Thus,not both A, and A,

can be negative (andboth semi-axes a, b imaginary). If.il >0 andig <0,

then both A and M are indefinite and consequently A, , Ap have different

signs, characterizing a hyperbola. Also,|A \ <0, So it can be concluded:

if \A \ >0 the curve is an ellipse, and

if |A | <0 the curve is a hyperbola.




APPENDIX 5

SOME SPECIAL CASES OF SINGULARITY B)

The singularity of the last three column block in X such as shown in
Table (1.3-1) can be caused by some special relations which were not treated
in section 1.32, Only a few will be demonstrated here as an illustration of
special cases which may result from configurations among the ground

stations not dealt with previously, such as two straight lines. For the sake

~

of simplicity, the last three columns of A matrix in Table (1.3-1) will be
called here as "a", 'b", '"c" columns and each ground station's contri-
bution will be limited to one row only, as all the other rows for that

station are the same. These new columns are presented in Table (A5-1),

Table (A5-1)

-]

Representation of Columns a,b,c Associated with A Matrix

a b ¢
Ve(Xq - %a) Ve (Yo - Va) (&-n’;‘j) (% - Xp)
Vs (Xs = X3 ) Ys(¥s - Y3 ) (:cs-ysﬁ) (X5 ~ Xg)
Vi (%4 - X3) Vi (V1 - Vs) (xi—yiS%) (% - Xp)

The following simple cases will be illustrated:

1. Column '"a" equal to zero.
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9. Column 'b" equal to zero.
3, Column '"c¢" equal to zero.

4. Column 'b'" being a (non-zero) multiple of column "a".

.AS stated in (1.2-8) and assumed throughout, x= #0 and ya # 0.

When Column ''a' contains only zeros, it must hold that

which is possible only if some of the "i'" stations have y = 0 and all the
rest of the "i" stations have x = xa. This represents a case with all
the ground stations lying in two straight lines, one passing through the
stations 1 and 2, i.e., coincident with the =x - axis (representing y = 0)

and the other passing through the station 3 perpendicular to the first line -

o (represent’ing X = xa = const.). Thus, the case 1. represents two

perpendicular lines.

When column '"b'' contains only zeros, the relation

yi(yi-ya) =0, 1 =4,5, ...,

"" must hold, which means that a part of the '"i' stations has y = 0 and

the remaining part has y = ya. The first line is again coincident with

the x-axis while the second is parallel to it, passing through the station 3

. (representing y = ys = const.). Thus, the case 2. represents two parallel

lines.
When column "c" contains only zeros, it must hold that

Xs

X;~Xg) = 0, i=4,5, ...,
yS)(1 2)

X1 — ¥y

Which occurs if a part of the "i'" stations have

e v Xa
X = ]
yYa
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representing a straight line through the station 1 (origin) and the station

3, while the remaining part has to satisfy x = X2, Tepresenting a

stations 1 and 2 (% - axis). Thus, the case 3, represents two inter-

Secting lines, which have the property, that g connecting line between two

Finally, if column "b'" is a multiple of column "a', the following

relation holds:
Vi(Rs = x3) = CYi(yi~ya), i= 4, 5, ...,

where it is assumeqd that ¢ # o (otherwise it would be case 1.). It is also
assumed that for at least ope station, say the statiop 4, ya #0 and y, #Ya
(otherwise it would be again case 1.); the same station has to have X # X3,

otherwise the above relation would not hold. Thus the ‘station 4 has a general §i

location and the above relation ig valid for a part of stations having y = o,
representing a straight line through the stations 1 and 2, while for the other
part, having y # 0, the following holds:
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APPENDIX 6

RITICAL SURFACE IN LOCAL COORDINATES AS OBTAINED NUMERICALLY
BY FITTING SECOND ORDER SURFACE TO NINE POINTS

As in Appendix 4, an equation of the second degree surface may be

2t of (A4-6), which is

x"Ax + x'a + ¢ = 0. (A6-1)
the case c # 0, this equation may be divided by ¢ to obtain
xAx +xa + 1=0, (A6-2a)

sich contains nine unknowns: six in the symmetric (3 X3) matrix A and
ree in the vector T . TFor any point on the surface, the equation (A6-2a)
n be written explicitly, with a;, being the ijth element of A, a; being

e th element of a , and a variable point having the coordirates

=(xy z), as

.
¥

2 2 2
Kan +y g+ 208 +t 2Xyap * 2XYap + 2y Zaz
(A6-2b)

+a;x + azy + agz + 1 = 0.

or the general cases such as ellipsoid, hyperboloid of one sheet and
7perboloid of two sheets, considered at the beginning of Section A4,3

.., with non-singular A and 'augmented A" matrices expressed there

7 |A]#0 and O&# 0), nine points of the surface, furnishing nine equations
[ the type (A6-2b), will be necessary in order to solve for the nine un-

owns. In the matrix notation, it is thus obtained that

RX +8 = 0, (A6-3)




e e o s e et e ity LD

fi‘om which

X = -R"S
where, fori=1,2,...,, 9 it holds that
- , . )
R = in YLZ z2y 2%y, 2%x,7, 2y.2, x4 Ve ZiJ’

-

" T
X = L@ 8 833 %3 %3 8o & ap 8z |,

S=f1111111117,

points is known in form (A6-2a). From there the canonical {orm AR ’

the necessary information may be computed, using the approach ef

¢ = 0 in the equation (A6-1), due to the fact that the surfnco pagses

coordinate system" in the main discussion; since any of the ground
1, 2, 3 (observing all the satellites) may determine origin of thig;
nate system and any of the other two the direction of its x-axif,

be assumed that the first entry in A matrix is non-zcro.

for the second degree surface as

T— -
X Ax + xTa = 0




with similar description of the elements in A and & as given for (A6-2a).

However, only eight unknowns are now to be determined using eight further

points (the origin having been used). This will lead to solving of eight
equations in eight unknowns (a:, element is now .a constant, a, = 1).

Analogous to the equation (A6-2b), the equation (A6-4a) can be now written

for a variable point as

s .
Ly am P am t2Xyap t2X28 + 2y 28, FA1X FaY tagz =0 .

(A6-4D)

Similarly towhat was said following the equation (A6-2b), it is assumed
again that |A| # 0 and A # 0. Using eight further surface points in

(A6-4b), it can be written in a matrix form similar to (A6-3):
RX + 8 = 0 (A6-5)

where, fori=2,3, ..., 9 it holds that

. 2 2 :
R“Yi z° 2x1yy 2X(Z1 2Yi1Zy X1 Yy %y ’

_ T
X = [ a3 21z &3 8z 21 8z 3]

and

S-’[......Xig.-.-..]T.

With the conventional numbering of points such a way that i = 1 denoted
the station 1 at the origin (of the local coordinate system), i = 2 the station

2 on the x-axis and i = 3 the station 3 in the xy plane, the equations (A6-5)
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will be simplified due to y, =2z, = 0 and 2z

first equation of (A6-5):
Xgal + ng - O .

Since x; # 0, it follows that

RX + 5 =0,
from which
Withi=4,5, ..., 9, it is seen that )
ng 0 2Xq Vi 0 0 va 0

e
il

Y1t 2% 2%, y1 2Xy 7y 2y12y .Yy 2%

X = [2p a3 @n ag %5 8 850,

and

~

S = [Xa (% - x3) ‘--Xi(XE"Xi).-.]T.

This amounts to solving seven equations in seven unknowns, which, in
addition to a,; = 1 and a, = -x,, determines the matrix A and the

vector a. These can then be used to compute the canonical form of the
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econd order surface using the approach of section A4.3, where A, a, and
s ,

¢ are substituted for by 7\_, a and 0, respectively.
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APPENDIX 7

APPROXIMATE DISTANCE OF A POINT FROM A GIVEN
SECOND ORDER SURFACE

Dealing with critical loci for the range observational mode brmgg
about problems connected with second order surfaces, Spec1f1ca11y if all
points of a network lie exactly on certain second order surfaces, the unique
solution for unknown parameters is impossible and the problem is said te ba=
singular. Therefore, in order to determine whether singularity or near-alngy=
larity could be caused by certain distribution of points (ground stations and
satellites), it will be necessary to determine whether all the points in considey=
ation lie on or near their critical second order surfaces. With some points far
from these loci, the above mentioned singularity does not occur and it is not of
particular interest to know exactly how far these points are from any surface,
On the other hand it is important to detect cases when all the points are exactly
on or very near their critical surfaces. In these cases it is desirable to have a

fairly good idea about the distances of the points from such second order sur-

faces,

AT.1 General Approach

A second order surface can be expressed as

(x - %) Mx -x) =1, (AT-1)

as seen in Appendix 4, using equations (A4-9) and (A4-102), When the
surface is given explicitly, the symmetric matrix M, as well as the vector
Xo are given; x denotes the coordinate vector of a variable point lying on

the surface. As a function of x, the equation (A7-1) can be written as
f (x) = constant,
for which vf, the gradient, represents a vector perpendicular to the surface
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at point x. Tt is computed as
vf(x) = df (x) / 3x = 2M (X - Xo).

With n denoting the unit vector perpendicular to the surface (A7-1) at the
point represented by x, which will be hereafter called point x, it follows:

n=M(Ex-x0)/s (AT-2a)

where
s=| MEx-x). (AT-2Db)

The following relation between x and x; holds (with n properly oriented):
X = x+dn (A7-3)

where x, represents a known point, while x represents a point on the
surface, which is as yet unknown; d, also unknown, is then the desired
distance, connecting x and x;, perpendicular to the surface. If is seen that
(A7-3) represents three equations in four unknowns, namely the three
coordinates of x and the distance d. The fourth equation is then represented
by (A7-1). Using'(_A’Z—za) and (A7-2b), the system ;>f four equations in

four unknowns may be now written as
X =x+M(>\x—>\Xo_)/lM(x—xo)| (AT-4a)
together with
(x - %0)" M (x - %0) = 1. (AT-4Db)

The three equations (AT-4a) are of second order in the unknowns
d and x, since in this approach n was also a function of the unknown vector
%x. Thus, a simple substitution for x from (A7-4a) into (A7-4b) is not
possible and a different approach would have to take place in order to
solve the system of (A7-4a) and (A7-4b), quadratic in the unknowns. One
such approach will be described in the following section, taking advantage
of the specification that the distances are not needed to a great accuracy,

namely for points far from the second order surface, for which the
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distances are desired only approximately or not at all.

AT.2 Specific Approach

The starting equation in this approach will be similar to (AT-1y LT

namely
(x = %) "M (x - xo) = k, (47-5)

representing a family of the second order surfaces, which are saiq to be
similar, The surface described by (A7-1) is one of these surfaces, whenl
k= 1. It will be called the critical surface. |
As in the previous section, the distance d will pertain to g known.
point represented by X1, Or pointx, . However, a new concept permit-
ting great simplifications will be introduced: the distance d will be measured
perpendicular to that surface of the family (A7-5), which passes through the
point x;. Thus the distance will be measured perpendicularly to the |
critical surface only when the two surfaces are infinitesimally close and there-
fore only in these cases will the distance be exact. With the point x;
moving further from the critical surface the separation between the two
surfaces will be greater and the angular difference between the normals
to both surfaces will also grow, depending further on the location of x;;
thus the computed distance will be decreasing in precision and could
eventually become completely false, or the real solution may not exist at
all. However, even in these cases the purpose of this approach would be

fulfilled, namely, the results would indicate that the point x; is not on or very

close to the critical surface, which is the desired information, On the
other hand,when x;, is on or very near the critical surface, not only would
this be detected, but also a fairly precise nominal value of the distance in
question from the surface would be obtained. This was also supported by
the computer runs with generated points x,, For the above reasons the
present method seems to be suitable for detecting of singularity or near-

singularity connected with the second order surfaces and it gives a good idea
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. which points and to what extent (depending on their closeness to the

surface) could be responsible for it.

For the surface passing through x; which does not lie on the
critical surface it holds that k #1; it will be called "k-surface'. The

constant k for this particular surface will be computed as
k= (% - %) M(x - Xo), (AT-6)

since it is a surface from the family of (A7-5) and x, lies on this surface.
M and X, are again considered to be known as in section A7.2; this makes
the determination of k possible. For the unit normal to the k-surface the
same approach and the same formulas as (A7-2a) and (A7-2b) are used,
except that x, will replace x, since that is the point at which the unit normal
is desired (the difference between the critical surface and the k-surface
rests in the right hand-side of (A7-5), the constant, which does not alter

the formula for the gradient). Denoting it again as n, it holds that
| n=M(x - X)/8 (AT-Ta)
where
s =| M@ - x0)] . (A7-Tb)

The difference between this and the previous section is that n is now a

known vector. Similar to (A7-3) or (A7-4a) it holds that
x =x+dn

where x is again an unknown point on the critical surface and d the desired
distance, n being properly oriented (having now the opbosite sense with
respect to (A7-3)). The main simplification consists now is expressing x
as

x=x ~-dn (A7-8a)

and substituting it into (A7-4b), i.e., in

(x - %Xo)t M(x - x0) = 1, (AT-8b)
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which holds for point x lying on the critical surface,

(A7-8b) will give:

(%1 - o) M(x1 - Xo) - 2dn" M (x; - %) + dp

which is a quadratic equation in one unknown, d. The first term on th

left side is equal to k, according to (A7-6). Thus (A7- 8¢) yields

where
p = -n"M (%, - Xo)/n"Mn
and
(k - 1)/n" Mn.
The two solutions for d are given by

"pz-q H

indicating, that in general two intersections of the line passing through

H-

dl:e = -p

point x; perpendicular to the k-surface with the critical surface will
exist., If the signs of d; and d, are different, the intersections will take
place on different sides of the line with respect to x;. The absolute value

of d will indicate the distance (in chosen units) between the points x, and

x, whose relation to the distance of x; from the critical surface has been

discussed. The shortest of the two computed distances will be associated =
with the closest intersection, which represents the desired information,

No real solution for d will indicate that the above line does not intersect

the critical surface, thus in general indicating that the two surfaces are
"far apart" with no further specification, which, however, is in itaelf algo
valuable information.

With d, and d; known, some numerical checks may be PC‘I'fommd '



can be obtained. Position of the two additional points on the critical surface
is computed by substituting both values of d into (A7-8a). As a numerical
check, the equation (A7-8b) must hold for each of such additional points.
rFurthermore, it is possible to compute the unit normal to the critical
surface, denoted as v, at any such additional point x (which is now known)

by (AT-2a) and (A7-2b), as
v=M(x- %)/ | M(Ex-x%)|. (AT7-10)

With ©denoting the angle between n and v in the interval < 0, 7 >, it holds

that
© = arc tg (sin ©/cos ©) (AT-11a)
where
sin @=./1-cos’o (A7-11D)
and
coso =1 V. : (AT-11c)

With ¢ approaching zero the computed distance will approach the distance of
point x; from the critical surface (measured perpendicularly to the critical

surface).

A7.3 Practical Computations with Critical

Surface in Canonical Form

Substantial simplifications in computations are made when the
family of second order surfaces (A7-5) is given in canonical form. This
procedure will be used in practice, after a particular second order surface
has been obtained in its canonical form according to section A4.3; x =
(x1,y1,21])" is assumed to have been transformed from the original local
coordinate system to the canonical coordinate system using (A4-8a).

Accordingly,
M = dlag' (>‘~1’>\2:>\3):




X0 =1[{00 0],
(A7-5) reads then as
At ¥+ 2, = k
with
x=Ikxyz].

For computation of k, (A7-6) now yields

- .2 2y . _2
k“X1>\1+Y1>\2""Zl>\3;

n, according to (A7-7a) and (A7-7b), is given as

n-= [Xl AL Yida Zihs )T x“;“
where
with
Sy=X°)A°, S8p= v A5, and S3= 2" A5 ; (AT7-140)

this can be also seen directly from (A7T-12).

Due to
1
n'M = [X:L}\lg Yl;\az Zl>\2,23 x ‘S‘

it follows that

n"M(x, - x5) = n'Mx, = s (A7=184)
and
n'Mn = (X\ySy + \aSp *+ AgSg)/5%. (A7-16b)
For the sake of clearness the two solutions for d will be denoted a8
d, and d, rather than d; and d,. The two additional points on the critical

surface will be denoted as x, = [x, y, z, ]” and x, = [%» Vs Zp 1 agsocliated

with d, and d, respectively.

Thus, according to (A7-9a) through (A7-9c) together with (AT-188) .

and (A7-15b), it is obtained:

Do
o
Do

Lo

IR R




p = -53/ ()\151+>\25E + ASSQ_L
q=58%k-1)/(Ms + Xasz + A3S3),

-p +/p%*-q,

il

d,

and

dy = -p - /p*-q.

In these expressions, k was given by (A7-13), 's by (AT-14b), and

s,,52 and sy by (A7-14c). Thus d, and d,, representing the main outcome

of these computations, have been obtained.

Next, the two additional points on the critical surface will be

computed, according to (A7-8a), as

X = X ~dan
and

X, = X1 - dpn

this, together with (A7-14a) yields

_Xa ‘Xl (1 + k-1 da/s)
Va = y1 (1 +X2da/5)
Zg, 2 (1+ sta/s)
and
Ky % (1 + X dy/s)
Yo = 71 (1 +Xzdy/s)
Zy 2 (1 + X5dy/9)
For any such points lying on the critical surface the equation (A7-8b), here as

2 2 2y _
Xe AL FYr A2t 2 A= 1

serving as a numerical check of computations,must hold; here X, Ya; Za,

Xy, Vv, Zy, OT the coordinates of any other point lying on the critical

surface can be substituted for x,, y,, Z;. If the points x, and x, are of

further interest, they can be transformed back to the original (local)
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coordinate system, according to (A4-8),

Finally, the unit normals to the critical surface at x

3] Xb’ Qrany— 2

other point lying on it, can be computed according to (AT-10), witp the

coordinates of any of these points substituted for X, Yy, 2y
- 1

Vi = XA yAs ZyAg ] js'

{

where

Sy = ~/X12)~12"’Y12>\22+212>\:§2 .
For computation of the angles between the unit normal to the k-surface

at x, and the unit normal to the critical surface at any point, namely at

X, and Xy, may be computed according to (A7-11a) through (AT-11c):

cosp; =n' v,

sing, = /1 - cos® o,
and

©y = arc tg (sinw, / cos ¢@,),
which gives

©¢ in the interval < 0, 7 >,




APPENDIX 8
CRITICAL SURFACE FOR FOUR GROUND STATIONS

A8.1 Critical Surface for Four Ground Stations in Local

Coordinates Using Taylor Expansion of Determinant, as

Function of Ground Station Number Four.

When only four ground stations observe ranges to satellite points, the N
matrix of Table (1.2-1) will contain only o first rows, corresponding to 'for
station 4" of that table and six non-zero columns corresponding to these o rows.

9%y 2 and 9_2{_2__’

Thus, these columns will have heading dXs, OYa, d%a, , ,
NE:] Ya Xz

respectively. As in section 1.2, the adjustment problem wil be singular if
rank & < 8. (A8-1)
From (0x6) Kmatrix, (6 x6) matrices A can be formed using all combinations of
six rows in A.If (A8-1) holds, then
lal =0 (AB-2)
will be true for all matrices A. Conversely, it (A8-2) holds for any A, then
also (A8-1) holds. Consequently, (A8-1) and (A8-2) for all matrices A are

equivalent statements. In the forthcoming investigation only one A matrix will

be considered, its rows corresponding to satellite points 1, 2, ..., 6. Then

the same conclusions will be drawn for all possible combinations of six satellites.

Forj=1, 2, ..., 6, A matrix can be read from Table (1.2-1) as
A= [;5 bJ CJ d: %J ffaj (A8-3)
where S
ay = Zy (Xy - X4, (A8-3a)
by = Z,(Yy - vya), (A8-3b)
¢, = Zy(Zy - Za), (A8-3c)
dy = (2.Yy - yaZy) Xy - Xa), (A8-3d)
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e = (24Y; ~ Yaly) Yy - ya),

and

b= D2 - Y08 - 200 -5, 2 7 (x, - Xa).
Y3 Y3

It will be assumed throughout that

z‘-l‘#oy

(A8~:4)
since for z, = 0 the four ground stations would lie in g plane. Configurauoug
- with all stations in a plane were investigated in section 1. 3. From what wgg

stated there it holds for four ground stations that

]A| =0 whenever z, = 0, (A8=5) -

As seen from (A8-3) - (A8-3f), |A| can be expressed as a function of
X4, Y, Za coordinates; the relation (A8-2) can be thus viewed as an equation of
a surface in x4, ya, 2, the order of which will be now examined, Using Laplace ex-
pansion for the last (orfirst) three columns, | Al is given as a sum of signed products
of (3%*3) minors and their (3x 3) algebraic complements in al] combinations, guch
as described in [6 ], p. 33. One such product will be sufficient in determining

the order of the surface represented by [A| = 0. Let it be denoted by E=PT

a by ¢ d, e, f,

where

ay bk Cg dn €n fn

Considering (A8-3a) - (A8-3c), it is seen that Z,, Z;, Z, can be factored out
of the first determinant and P can be written as
(Xy = %) (Y, - ya) (24 - 24)
P=2,2,Z, |(X -xy) (Y - 52 (25 - 24| ;
(XK= %) (Y- ¥a) (Zx~ 24)

upon subtracting the first row in this determinant from the second and third
rows, the only row which will still contain any of x,, ya, Z Will be the first
row and thus P will be of order at most one in X,, yi, Zs. No such simpli-

fications are possible for T, each row of the corresponding determinant belng
256




of order exactly one in X4, Ya, Za consequently, T is of order exactly three
in Xz YVa» Za. It can be then concluded that | Al is of order at most four and at
least three in X, V., Z4, which means that (A8-2) represents a fourth order
surface in X, Va, 2. Furthermore, this surface passes through satellite
points 1, 2, ... 6 associated with A, and ground stations 1, 2, 3. This is

easy to see, since whenever Xj, Y,, Z; are plugged for Xy, Y4, 2, then

aj=bj=cj=d=ej=f=0 (A8-53a)

as seen from (A8-32) - (A8-3f), and when any ground station's coordinates are
plugged for x,, Vs, 2s, then |A| = 0 holds as well; this is due to the fact that

z, becomes zero by this substitution and then (A8-5) is applied.

Next, an explicit form of |A| will be obtained by expanding it in Taylor
series as a function of z,, at the point z, = 0. Since \A\ represents a poly-

nomial in z, of order at most four, this expansion will have the form:

2 Al 3
\A\=\A|_J_§Lf‘q XZN‘LFA' cor ek (Elalh e

]
dzZ l

1 [a4al .
+ 4![ dZ'iJ Xz, (A8-6)
zd__=o

The derivative of a determinant with respect to z, will be taken as a sum of

six determinants (when dealing with (6 x 6) matrices), by replacing in all
possible ways the elements of one column of this determinant by their deriva-

tives with respect to z,, according to (6], p. 34. As stated in (A8-5),

|Al,, = = 0. (A8-T)

With the notations day _ a, etc., it is obtained from (A8-3a) - (A8-3f):

dz,
a, = b/ =0,
CJ' = -7y,
dy = Y, (X, - %a),




and
_— X3
f] - (Xl - YJ ) (X‘f - XQ)-
Ya
Thus
idlz—él- = a+b+c+d
and
e I
Zy
— 24 =0
where
a‘ = [a]ZQ:O’
g = [b 324_-'-'0:
c=lcl, =0
and
- d = [d]z‘lfo’ -
with
a=|a b ¢y d, ey £, |,

b=z b dy ey £y |,

c = ]aj b, c; d, ej'fJ [,

]

d=la by ¢ d e £ .

(The dots inside the determinants have been omitted.) Upon plugging z, = 0

for ay, by, ¢/, d,, ey, f,, it follows that
- —xj -
a = |Zy(X,-x), 2y(Yy=Ya)r =2y, ~YaZy(X; - Xa), ~YaZy(Yy - ¥a), ~Zy(Xe = Y4 Ys)(x’ Xe)

when Z, in each row (j =1, 2, ..., 6) is factored out together with

-y2 (X4~ Ve —;5'3) from columns 4, 5, and 6, then the above expression becomes
3

X -
8= -Z,Za .. % ¥5 (X~ Y 'f) | Xy ~%er Yy -ya, -1, X)~%a, Yy-y3 XKy-%a | =0
5 .
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since there are several ways in which to bring other columns besides the

third column to be constant (for instance, subtracting column one from column
four leaves each element of column four to be (X4 -Xs); multiplying column
three by (X, - Xg) and adding it to column four brings each element of column
four to zero, from which the agserted relation follows). Similarly, upon
factoring out Z, for each row and ya(Xe~ Ya 2;;:) for columns five and six, it

is obtained that

—_ % Y
b = Z,%Za. --Zsyqz(X@‘Y@’}i) | Xy -%q, Yy~ Var 2y, —Z-iJ(XJ—XB)’ Yy -Ya Xy~ Xa | =0,

since subtracting column two form column five and subtracting column one from

column six brings columns five and six to be constant columns. It also follows

that

X Y
Cc = Z‘,Zz. ..Zsy,}_,(xdn_‘yd-_ _ﬁ)\XJ“X@, YJ —ydy Zj’ XJ ‘Xs, i-: (YJ_YS)7 XJ"XQ \ = O,

upon performing similar equivalence operations for columns one and four and
one and six. Finally,

- - X Y, X
d = Z,Zz...%sY% | Xy ~%as Yy =Var Zy5 Xy~ Y, -Ya (‘Z'J “"Z‘j }‘i) X;-%2) | = 0,

upon using columns one and four and two and five for equivalence operations.

Thus a = b=c= d = 0, which yields

d -
rdlal = 0. (A8-9)

-dzy, d g, =0

Due to
a‘; = b‘j) = {) (AS—lOa)
and
¢/ =dj =e =1 =0, (A8-10D)
it is obtained that
da _ N :
7. 2, + a2y * as (A8-11a)




where

, -

a = |a; bycfdjet|
az = |ay by ¢ dj e ¢, |
az = |a; by ¢/ d, e £
Further,
"fri = bt byt b, (A8-118)
where
.:{f- by = |a; by e/ de £y| = a,
by = [a; bycydye ],
and
' by = |a; by c; d) ey £|;
also,
de
"é;; =¢ +* cy +t ocy (A8-11l¢)
where )
o = |ay by cydyeyf| = 2
ca = laybycdje f| = by
cs = |a by cy dy ef £ |;
finally,
3:4 =4 + d + dg (A8-11d)
where
dy = la; by cdy e £] = 2
dz = |a by ¢y d e | = bs
and
ds = |a; by ¢ dy e | = ca
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From (A8-1la) - (A8-11d) together with (A8-8), it follows that

&lal , o
2 = 2(a * 8z T 8 7 by + b3 * Ca); (A8-12)
dzg
thus
_.1_.."'d2A :;+;+g+g+g+g A8"‘19
ol  dz® .. = 1 2 T 83 2 3 3 ( 2a)

where the bar will indicate from now on that such a value was obtained by plug-

ging z, = 0 in its unbarred counterpart. Proceeding the same way which led to

the obtaining of a, b, ¢, d, it is now found that

X Y
1 = Z1Z2. . LeYa(Xe Ve ‘ya) IXJ-&;, Y- Ya -1, ’Ej (Xy-Xa), ¥y~ ¥a» XJ"XQ\ = 0,
3

- % Y

ay = leE"'ZJé(Xé_ydg—;& )\XJ—X‘&’ Y, - Ya, ~1; Xy~ Xa, '; (Y- va), Xy ‘Xz\ = 0,
]

A, = 710 . 2y | Ky -%e, ¥ 1, K - Xa ¥y - XLy Xy | =0

da 1220+« 4g¥a | ~X4y Ly~ Yar jy~ X3, Xy~ Ya (ZJ ) (X -~ X2) ,

Z, ¥3

X Y Y
by = -Z1%3. . 'ZS(XQ_YQ-—a) 1XJ“X4: Y- Vas z, ”Z'J (X ‘Xg}fij (Y, -¥a), (X - Xa) \ =
Ys J 1 |

. X Y Y,
= 72,25 . -Zs(&“yag"};j)(xtg“xz) \ 1, Yy - Ve Ly, —Z-j (X Xs) 7, (Y, -va), (X ‘Xz)\ ,
§

(A8-13a)
- Y X, Y. x
bg = =Z1Zz. .. ZsYs \ Xy -~ Xq, Yy~ Vas Zy, —! (Xy-%a), Y; - Ya (""J - =) (X "Xz)\ =
7, Zy Zyy s
Y X, Y, x
= TaBa. . Zeyulya -9l Ky =% 1 2y ) (K3 Yo7 (51 LRSI
J ¢
(A8-13b)
and
- Y, X, Y
Cy = Z1Zz. . ZoYa | Xy =Xy Yy =Var 2y Xy - XB’Z (Yy-7a)s ( e ZJ"a) ~x%g)| =
Zy ZyYa
Y, Y
= ZIZB"'ZSYA;(XQ—XS)\l’YJ—yﬁh Zy, Xy-Xa 5 7 ( =¥a)s ( Zj_a) X?)\
] Z, 1 Y3
(A8-13c)




Thus, the using of (A8-12a) yields:

1 r‘d2 Al —_— — —
L&Al = b, + by + -
21 Ldzg g, =0 Ba * Ba + ca. (A8-14)

Due to (A8-10a) and (A8-10Db), it follows that

’g‘i‘ = a4 toap | (A8-143)
- where
an = |a by e df ef f |
and
a2 = |3 by c; dj' ey f;\;
%Ej = ag1 t 22 (A8-14Db)
where
221 = |a by e/ deffy|=an )
and
222 = | by c d e £;
g—:f = 85, * agp - (A8-14c)
where
a5 = |a; by ¢y d e £ ] = ap
and
azz = | a b, c; d, e; f; = app;
'gl;)f = by + bes (A8-14d)
where
boy = laybyefdjeffy | =an
and
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)

bez = |8 Dby C d, ef £/

_2!2 = bay + bso (A8-1de)
‘here

bey = |2 by o df e £ | = 22
nd

bap = |2 Dy C dy ey £ | = bza;
‘inally,

% = oy + oo (A8-14f)

where

car = |2 bycyd ef £y | = aez
and

Caz = | & by C 4/ e; £y | = baa.

From (A8-1l4a) - (A8-14f) together with (A8-12), it follows that

dlal
=923 T A2t 2" bza); (A8-15)

thus
1 rd®lAl” - - - T
_ """Lé'i = 211 + 2 + 8pa + bgg . (A8"158.)

Now, proceeding as in the previous parts, it is seen that

- X Y Y
i = ~lala ZS(X4~Y4-£’-1) \XJ - %4, ¥y =Y L, EJ (Xy —%a), ‘Z-J (Y, -ya) Xy -%2| =0,
3 3 !

and

- Y Y X, Y, x

bos =Z1Zz. -+ Z X, %4, ¥y~ Var 215 50 (B _xa), 2 (Y -ya), (B - A mxa) |
22 2 s\ | 3 7, 78 Z, §7J3 (ZJ Zy Vs i 2 |

(A8-162)
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Thus, from (A8-15a):

A rdlal- -3
31 dz? dg=0 227

From (A8-15), dueto (A8-10a) and (A8-10b), it holds that

da,, - dajp - dagzp = dbs

_ » » ’ » _
= ]aj by ¢y dy ey f [ = a1,

dz, dz, dzy dz,
so that
d*| A
dzf = 23" 4day,;
thus
1 dy ]A 1 -
I Jdng L, " Am
¢ - 4 -‘z4_=0
where

(A8-17)

- Y Y Xy Y x
= Z1Za. .. Zg | Xy~%y, Y-y, -1, =1 (X, - , =y, - L. LiXs -
w = D2 T | Xy -xy, Y-y, z; %0 %) g (Nmya (G- 2 ) %y -xa) |

(A8-172)

Finally, using (A8-7), (A8-9), (A8-13), (A8-16), and (A8-17), |A| is obtained

from (A8-6) as follows:

|A] = (b + by + 23)242 + gzaza,s + -;111244,
or
|A] = 22(a, + a3Z4 + 2, 7,7
where
8z = ge + ba + cg,

4z = gez,
and

g = ;111,

and where by, bs, ca, bzz, and a;y; are given
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in (A8-13a), (A8-13b), (A8-13c), (A8-16a), and (A8~17a) respectively.
From any of these relations it is clear that
Z, # 0 (A8-19)
should hold, saying that no satellite point can be in plane with the stations 1,
2, 3, should this method be applicable,
The condition |A] = 0 represents a fourth order surface in x,, ya, 24, aS
it was stated earlier, since |A| was shown to be of order four in X4, a4, Za.

Due to (A8-18) one can also write this condition as
Al = 2° G(xe, Y, 2g) = 0 (A8-20)

where

G (Xay Yar Za) = 82 + 83 %4 + 84 2,° (A8-2043)

and G is of order at most two in the variables x,, ¥, Z4; it means that ap is
of order at most two, a, at most one, and a, a constant with respect to these
variables (this will also be verified later). Since z, # 0, the expression (A8-20)
implies that

G (X4) Yar Z4) =0, (A8-21)

which represents a second order surface in x4, y4, Z4. It will be proved now
that this surface passes through the six satellite points, 1, 2, ..., 6 and
through the three ground stations, 1, 2, 3, (since a second order surface is
determined by nine points in general, the above points could be used to deter-
mine the surface defined by (A8-21) in the way presented in Appendix 6). It is
easy to show that the second order surface (A8-21) passes through the six
satellite points associated with matrix A. In (A8-5a) it was shown that |A] = 0
‘whenever any X;, Y,, Z, were plugged for x,, y,, Z,. But this means, accord-
ing to (A8-20), that

Z{ G(X,, Yy, Z,) =0,

and since Z; # 0 as stated in (A8-19), this yields
G(X,, Yy, Z,) = 0,

265




which proves the asserted statement. A different approach will have to be

taken to show that this surface also passes through the stations 1, 2, 3. 1t
also held that |A| = 0 whenever any of the three ground station's coordinateg
were plugged for x., y4, 24, but this was true, as it can be seen from (A8-20),
because z, was replaced by zefo, while nothing can be said about the second

order surface G = 0 so far. From the equation (A8-20a) it is now seen that
Gy ¥y, 2) =0, i=1,2, 8, (A8-22)

whenever a; = 0. It will be shown that a; = 0 holds if any of these x,, y,; replace
Xey Ya (24 does not appear in any of (A8-13a), (A8-13Db), (A8-13c) whxch form ay),

From (A8~13a) one can see that

whenever x; =0 and y; = 0, or x; # 0 and ¥y2=10, or x5 and y; # 0, replace Xg
and y,. Similar considerations yield

bs = 0

using (A8-13b) and -

Ca =0

using (A8-13c). Thus the asserted relation for the three ground stationg fol~

lows and the second order surface G = 0 passes through the six satellite points

- and three ground stations, The considerations and derivations in this section

have been based on a similar presentation in [1], Annex A, or in [10 ].

A8.2 Explicit Expression for Second Order Surface G(Xe, Va, 22) = 0,

In order to find az, a,, a,, necessary for computatioh of G(xy, Va4, Z4) from
(A8-20a), suitable expressions have to be found for E.g, -b-s, Ea, gza, and ;111,
as seen from (A8-18a) - (A8-18c). If in the determinant on the right side of
equation (A8-13a) the first row is subtracted from all the other rows and the
determinant developed by the first column, a new determinant of (5 x 5) matrix

is obtained and gg can be given as

— X Y Y

by =2,Z,. .. Zs(&‘Y4—a ) (XG:‘XE)]YJ -Yy, Z, -2, = (Xy ~ Xa) "_Z_l (Xy - X3),
V3 Z, Zy
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Y,

Y
(YJ‘Y:‘l)"""l (Yi-va), X5-% ‘, {A8-23)
Z, Zy

which is an expression of degree one and two in X,, ya. In this and the following
determinants of (5 = 5) matrices, it is assumed that j=2, 3, ..., 6. If the
same procedure as above is carried out in (A8-13b) with the exception that the

determinant is developed by the second column, it is obtained:

- Y Y
ba= ~Z1Zz. . - ZaYa(ya~Ya) | Xy ~%a, Zy =21, Ei (X, - %3) — Z (X, -%a), Y, -Yy,

X, Y, Xj X Y x5 '
2 _= K, = Ko) = (= == X, ~%a) 1, AB-24
(Z "7,y Famx (g mg ) & 2)| ( )

which is of degree one and two in y,. Similarly, for (A8-13c) it follows (deter-

minant developed by the first column):

- Y Y
6= ZaZa . - ZaYalKe-%a) | ¥y = Yo, Zy = 20, Ky =K, 57 (¥, =) - z, (T1=va),

Xy Y, X X, Y xg
242832y (%, - %) - -= -%x) |, A8-25
77y Gy & 2) | (A8-25)

which is of degree one and two in X4, Ya. Thus, considering (A8-18a) a, is found
to be of degree one and two in X4, Ye. Next, in the determinant of (A8-162), the

first row will be subtracted from all the other rows, giving thus

-622=ZIZ2.., Ze %

Y ‘ Y
Kot Do B (K, ) (57 B
. : : 1 <13

Y Y Y;
X=Xy, Y=Yy, Z:-Zy, V(X -Xg) =N (X -Kg), = x Xy Lyx
7R Yy 2, o ) g (e, 5 (Ve (Y (55 K wa) -
oo , : e

El Y; X
(Zl Zy Ys)(Xl‘XE)

(A8-26)
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which is of order at most one in xy, y,, and thug 8 18 of order at most one in

Xy Ya (35 = bpg by (A8-18b)). Later the determinant of (6 x 6) matrix in
(A8-26) will be developed by the first row, giving thus six determinants of

(5 * 5) matrices with patterns similar to those in the breviously mentioned
determinants, Finally, considering (A8-17a) with the first row of the
determinant subtracted from the other rows and the determinant developed by

the third column, it follows that

- Y Y. Y Y.
an = ~2,2a... % | XX, Y,-Y,, EJ(XJ ~Xg)~ “I(Xl"xs): = (Yy-ya)- "l(Yl"Ys),
3 Z, Z, Zy
X_Yixq X_Yhx
Py [0- SR P: P £5. - -
(7,77, y)%s=x2) (z,7 7, y)Famxa) | (A8-27)

where ;111 and thus a, (a, = 8111 by (A8-18c)) is a constant with respect to X4y Va,
Zg. From (A8-20a) and the above results it is now verified that G(X4, V4, 24) is
of order one and two and therefore (A8-21) does indeed represent a second

order surface, As a matter of fact, since
GXer Vo) 2a) = (by + by + o + baaZg + a2 (A8-28)

(following from (A8-20a) and (A8-18a) - (A8-18c)), one can readily find that

— 2 2 2
G(Xe) Yar 24) = x 2+ CoXela ¥ CaXeZy + 0y 2+ oy, z, + CoZa + CoXy t Cayy + oz,

Thisform contains all the terms of a second degree equation with exception of the
constant term ( this indicates that the second order surface G = 0 passes
through the origin, i.e.,ground station 1, which ig clearly true since it was
shown to pass through all the six satellite points and three ground stations).

For practical computations the exXpressions for l-);, 1;3, E:-s, gag and ;111 can
be simplified by using several determinants of (5 x 5) matrices which can be
easily obtained one from another, For aj] these determinants,j = 2, 3, ..., 6

will be used. First, a determinant of (5 = 5) matrix,called D,will be defined as
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Y Y, Y Y X, Y, x
= }XJ‘XL: Y,-Y,., 'Z'j(XJ ~Xa)- Zl(Xl"Xa), Ej(YJ“Ys)"zi'(Yl—ys), (’Z'j—‘z‘j ;_:)(XJ —-X2)~
X Yix3
-= -X
(777, p) ) |

ixt, six determinants will be defined as follows:

Dy ... replace the first column of D by (Z,-Z,) and change the sign.

D3 ... replace the second column of D by (Z, - Z,;) and change the sign.
Dy... Dy=D,
Dy ... replace the third column of D by (Z,;-Z,) and change the sign.

Ds ... replace the fourth column of D by (Z, - Z;) and change the sign.
Ds ... replace the fifth column of D by (Z, - Z,) and change the sign.
rther, introduce the notation

K = Zl Zg PP ZS'
w it follows from (A8-23), that
- X3 - 2_Xg L 53 .
= Ko ) (%7%2) (-Dg) = -KDg(xs Ty, X X2 ), (A8-29)
3 J

m (A8-24), that
A b = Kya(ya-y3)(-Ds)

D D
—KDe<]‘5:Yf-—DfYaY4), (A8-30)

l from (A8-25), that

Cs = Kya(Xa=x%3)(-Dy)

[

D, D
—KDG(szm—-D-:m@). (A8-31)

rrder to find k_>22 from (A8-26), the determinant present there will be developed

the first row as follows:

- Y
bea = KUXi-x0)Ds * (V1-7a)Da* ZuDst 7} (Xy-x5) Dy +

Y, X Yix
+ =y~ De+ (=1 - = 23 X -X% D5 ,
Zl( 1 YS> S (Zl 21Y3)< Il 2) ]
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D D
KDB r.g. & X]_ =2 Y]_ =3 Zl _

B2z = - y "D Dg Ds
D Ds Y; X 4
_s__lX - __< _L_a>X_ ] Agoal
D. Z (Xy - Xa) Ds (Yl ya) 7, 7, Vs (X1 - %) (A8-3T:

Finally, from (A8-27) it is seen that

- D :
a = -KD; = -KDj (5:). (AB-32y%

Having all the terms necessary to obtain G(xs, ¥4, z4) from (A8-28), it follows

that ‘
X D

G(Ker Yar Za) = —KDS[.X‘E—JX&YAL‘XEX@“"XE Vot =2yl -

- Ya Va D

De Be B '121' Zyt Qay 424~ D X124 - 3

“"D';Y3V4 Ds X«Ja- 'I');XSYA s& Ds
D D D, Y -
B:Yl% ‘5‘:212 “bj"il (Xy - XS)Z‘I-"_B; Z, (Y1-Y3)24 -

X ) D ]
L2 _J.__a Ya 2
Xo)Zy+ =2 Z

<Zl Zy Va (X1 - Xg) 24 D, 2 .

For the second degree surface as given by (A8-21), i.e
G(X‘L’ Ya» ZQ) =0

the above equation can be divided by (-KDg), since K# 0 (Z,# 0 for all j) and

D; # 0 in general. Consequently, this second order surface can be expressed

after rearranging the terms as

Ds 2, D D
x4+<—* —")w‘; Dx4z4+-—y4+'-‘°‘y4z4 D, %4 "Xkt

X2 Dg_ D D D
+ X3 _Ds _..i) _[_Dz Dy Da Da Yy v oy 4
(Xzy "n YT )N g R T it g, 7, TR

De Y Y
+5:Zl( _ya) + (—Ei —Z—};—j (X, - xg)]% = 0. (A8-33)

From this last equation the second order surface will be expressed in a matrix

form; writing x =Xy, ¥ =¥4, Z =24, it follows that
X'Ax +x'a+c =0 (A8-34)

where A is a (3 x 3) symmetric matrix (not to be confused with A matrix of
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(A8-2)) with a,, as the element in its ith row and jth column, a is a (column)

vector written as
a = [a885],
and c is a constant term; the variable (column) vector x is written as

= [xyzl

From the relation (A8-33) A-matrix and a-vector are found to be such that

&y < 11

_ 1
& T dpy 2'5'
1

2

&3~ 83 T %L:
5
D
- =5
a.ea Dsy
1
dpa = %zz‘é— %,
5
:D
353 DS, )
nd
& = —Xp
— 223, Ds Dy
dz = Xg o - X3,
Y3 Ds 8 Dsg 3

D Dg Dz, DY, Ds
X, +==y, +=27 X, -xq) + 28 L
a5 = {: 1t BT h 1t D. Z ( 1~ Xa) D, 7, (Yi-ya) +

X Yy x
+<_L__J._Q>X_X :‘
Zy Zle(l 2

urthermore, here
c =0,
‘hen A-matrix and a-vector of the second order surface given by (A8-34) were
ymputed numerically, they were the same (within round-off errors) as the
nes computed from fitting of a second order surface to the nine points lying

11t (six satellites points and three grounds stations), according to the
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e

description given in Appendix 86,
In conclusion it is emphasized that the problem with six satellite points

will be singular if ground station 4 lies on a second order surface which

passes through all six satellite points and the three remaining ground statjong,

If more than six satellite points are observed by the four ground stations, the
same approach could take place using all possible combinations of six satellite
points. The problem would theh be singular if (A8-2) held for each such
combination. This means that station 4 would have to lie simultaneously on

all second order surfaces defined by stations 1, 2, 3 and any cbmbination of

six satellites. Since in general nine points define a second order surface,

these surfaces would have to coincide in order to fulfill such a condition, Thus
the general conclusion follows: the problem is singular whenever all the satellite

points and all four ground stations are lying on ene second order surface,
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